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INTRODUCTION

T-he compciter p gra'rnsIlesc ribed in this roant.,41 were designed for

the analysis otleciata resulting trim4 psyc hojogu al experimints whit h

hypolllestre an apt it dee- or trait -treatment inttuac tion .(A9-11). The pro-
..

pro

grams we're written tor four designs whit h either have appeared tre-

quently. in reported studies ot ATI's or which have resulted ti=om the

authors' own reseal h ?intim tbd at .the Research and DLwelopment

Center for Tea( heryucat ion; The' University of Texas at AustiFt, and

bj.5 grants_ tiittm-,t he U. S Office ot tdueati m and the

tional institute ot. EcluutIon.
he'researc h designs to which t he, programsAl this manual are ap-t

plic able reptesent paradigms which test tor aptitude-by-treatment .m-

term tons when (at one continuous aptitude yr trait has been

. measured that is linearly related to the c riteriori (pritgram A TRANI ),

(hi two ontinuuus Sptkudes or traits have he'en me,sured that are

linearly.:related to the e merlon (program A [UN. f ipne e ontinu<ius

410.4'

.aptiTude or trait has been me'asure'd that is C urvilinearly related to the

criterion' (program ATIC1l.FV1.and (d) one aptitude or trait has been

measured that is linearly related to the' c riterion and grOup sizes lire

spine ly large to permit a I reat men t-lw-bloc ks, an'alysis'ot variance

on individuals twill) extreme scores in the aptitude distributio(pro-

gram XGROUPY. Program VAOUPS has been d tsigned tojnCrease

the statistical powi(r. rt an A I analysis ands.there y reAS.e.'its sen-

sinvity to detec tong an aptitude-by-treatmwrit in era hon.

lac h ot the tour programs he ribed has een Written for the

case in which. there art' two treatments and ei her one or two ap-

titudes.. Thee «inditiont'.need not be limiting, lowever, in thatthe

progr'ams ( aft be easily imelified ti) handle mo e complex conditions

as the model~ for these are' but simple extensions ot, the e' used to-

«instruct the pre'se'nt programs*..Also, it has. been the' authors' eX-

penem e in using the programs that, even when more than two treat-

ments or aptitudes are present, the investigator will usually reduce'

he problem to a simpler onditic,u) hir.interpretative !my( yses. When

there are more than. two treatments, the investigator can conduct

pairwise comparisons and, it triere are' more' than two apt it

Alec I pairs ot autitudes for whit ht aptitudes are minimally related

to eat h other acid maximally related to the criterion..
.keterenco to these and other technical issues are- made in the

methodological notes'whic h ac c ompany _each ul thrprograms de-

',scribed in this manual. The descriptions and illustrations untaineel

within the' methydolcrgic al mItes review and ig c asionally go beyond'

«nit ent priswided by standard statistic al texts which «Wefi t hese firo-
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`cedures. 1-he' user ra cry' oraged to study these notes to gain a full un-
derstanding of the puri)o$c5 'and .statistical procedures eimployed by
the programs. Suc'h Study:\ ill be holpfu1, if not prerequisite, to
posing a tuil and accurate,interpretation of results.

The user may,also find .elpfuf the-annotated bibliography which
appears at the «mc lusion o the manyal and the follOwing general ar-
tic les abocit tho programs t emselv.es.

1. Program A mini

One continuous aptitude linearly related to the-c4neon.

Borah, Intetactions .among group regressions: Testing
homogeneity ot group regressi ms and pliAtintl,regipris of signifi--
can«,, tuna and Psych 14( al Measurement, 1971, 31,
25J-251.,

Program A

Two wntinuoci aptit ides linear related to the criterion.
. -

Boric h, G. D., tit' Wunderlich, K. . Johnson-NeyMan revisited:
Detertnining interactions among g nip regressions and plotting
regions of significance in the case cif t vo groups, two predictors and
one criterion. Educational and Psy( hoh gical Measurement, 1973, 33;
15S-1c9.

3. Program A f 'CUR V

One continuous aptitudc.v curvilinearly elated to the critOrkm.
Wunderlich, K. W., & C. D. De ,rmining interactins and

regions of significant e for curvilinear reg essions. Educatio- al and
Psy( hologu al Measurement, 1973, )3, 691 95.

-

4. Program XGROUPS,

One aptitude linearly related to the criteria and large group sizes..

Borich,.C. & Golbout, R. C. Extreme grd ups designs and the
cak citation of statistic al power. Educationa and . kychologi0.1
kleasaement, 1974, 34, 66 -675.

--"Ar



CHAPTER I

ORGANIZATION OF THE PROGRA%

= The programs described in this manual were written in Fortran IV

versions that are appropriate for use on most CDC 640(f/6600 and

IBM 360 computer systems. Withsmallemodificat ions che programs

can he made compatible with a variety of other compuler systems,
such as DEC-10 and UNIVAC. The user should consult hi*.compu`ta-

.

non center to determine the applicability of the present programs.

The computer programs to he described fpllow a similar sequence

of operations, thi5; sequence being

1. read. intormation from the titre, parameter and kirmatv cards

and read'data (subroOtine CCD),
2. deler missing and/or invalid,data (subroutine AMISDAT). Ind

3. calculate summary statistics.

Programs ATILIN1, ATILIN2; tend TICURV:

4. test for the homogeneity of group. regressions,

5. test for common .interoepts (analysis of covariance),

6. define regions of significance,
7. determine point(s) or line at-which regressions intersect, and

8-. plo,t, group regressions and regions of significance.

Program )(GROUPS:
4. performs a treatment-by-blocks ANOVA on extreme scOres,

and
5, estimates statistical power for main and interaC non effects.

Each of these operations is distussed briefly below.

Subroutine- CCD

...Subroutine CCD performs the tirst set of operations for all programs.

This subroutine is used to input information from the control _cards

(the title control card, the parameter control card and the format con-

trol cards) which define each problem tobe prOcess efore return-

ing control to ATIUN1, ATILIN2, ATICLAV r Z(GROUPS, the

subroutine prints the inf6rmalion contained on the three control

8



cards At the start of tho mutiny., the title Ointrcil I and is e\amined to
determine whether this ( ard is blank. It the title card is blank, a S TOP-
statement tc:rfllintItt, (kV( 1111()11. 1.)i the program.. harac tent ism(
allots the user to process multiply problems within a -single job.'
\Mien a problem is (Ompleted_subrounne (..(1) rs c and the 'Iwo
and is read. It this e and is blank then the last problem hots been ( om-

-pleted and the eskec utiOn terminates. It this card is not blank, then it
represents th'e title ("ard.tor an additional problem and processing
«mtinues.

leritiple problem vno( essfri g .the utter wishes td pro( ('Si
Il)Ult pie problems within a- single job, data for all problems must

, tallow- the «introl cards tor the tirst problem and pre( tide the «intrcil
( ar(k for subsequent problems. During the first t;,) suhrout ne

alt data are read and then written in c ard image term on a
sk rats h tape. the data appropriate to a given. problem are obtained
by reterenc e to the data tape with the tormats provided in the c ontrol
aids for that problem. h multiple problem pros essin,g is appropri-

ate only when all problems deal with the same pair.ot treatment
groups. Problems involving ditterent pairs of treatment groups, must
be 111)111111E'd (1 'separate jobs.

Subroutine AMISDAT

Immediatelv atter the ( all to sub`routine.C(1), subroutine AI11SDAT is
callYd ir the purposeot deleting missing and or invalid data. This
routine is «mtrolled by the missing data option kpluMn 12 on the
parameter ( mil): When a 0 is pull( hed un column 12 of the parameter
card, subroutine ANIISDAT -will «insider all data valid; when a 1.1S
pun( hed column 12. all blanks will he «instdered invalid., and
''when a 2 is pun( hod « &IM 1 2, bOt h blanks.and D's are mn-

'--sidered fr'tvalid. In that the missing data subroutine precedes all other
c al( ulat ions, only data whir h meet the speciticatkins s oder! in the
missing data column ot the parAt»eter c ard, are analyzed.

,

Calculate Summary Statistics

ing.t he missing data opt lc nse( juen«,. ea& h program calculates
wi rfilgroup survmary statistic s. For programs ATILIN1, A TILIN2 and
A 1 ILL !RV, summary statistic s,.consist of group sizes, means, standard
deviations, mrrelations. Summary scat istics \.,tor prograM
X(YOLIPS c onsist of c ell means for the two'Main effectsigroups and

9 '2 11.



treatments) and for the groups-hy-treatment 'tntera( tiOn. Whc ever

standard deviations are calculated as summarystatistic s, the printed

valiie will be a sample statistic and not an estimate of the parameter

value. Thereforp, for the table of summary statist ic s,standard devia-

tions are calculated with the number of sores IN) in the denominator

rather than the degrees cif freedom (e.g., V. Elsewhere; where

unbiased estimates of the oaramOter 'value are required, the degrees

of freedom are used in the denominator.

Homogeneity of Group Regressions Test

For prot;rants AT ILIN1, ATILIN2 and ATICURV, the fourth step in the

sequence is a regression analysis test for the presence of an aptitude

by- treatment interac lion. This homogeneity of group regressions hest

involves the null hypothesis that group regressions tc Merlon on ap-.

made) are parallel, or, equivalently, that group slopes are equal

/ 4- h2h. Reie( t ion of this null hypothesis inch( ates the existence of

an aplitUde-by-treatment interaction. This regression method for

determining apt it ude-bY-treat ment interactions differs from the tradi-'

tional factorial analysis of variance tANOVA) methods in that an ap-

titude commonly dichotomized or tkichoomized to fit the factorial

still( lure ot analysis of variance is used in the regression method as-a

continuous measure to des( ripe as many different types of subjects as

there are observed, values of. a particular. aptitude. Cronbach and

Snow 1197.3', p: 318d...have shown that for the case in which there is a

moderately strong imerac tion,. the statistical power of a test which

employs the apt it utle as a continuous variable is superior to blocking

the apt it c le at the median, bloc king at the .3.3rd and 67th percentiles

or similar «)ntigurati'ons that may he employed in a treatment-by-

blocks Ai OVA .desigh: These authors have concluded that by

employin the homogeneity of group regressions test rather than a

median sl lit, Vow one-third fewer cases are required to maintain

the same evel of power (see Boric h 1975).

Test of COmmon Intercepts (Analysis of

Covariance).

Following- the homogeneity of group regressions Lest, ATILINT,

Ant IN! and ATICURV test for-common intercepts. This test is- tom-

monly referred t,o as "analysis of covariant e" and tests the signifi-

cant of the difference between group regressions at the mean of the

103



aptitude variable. I his test is not interpreted when the investigator
rejects the null hypothesis tor the homogeneity ot group regressions
test, i.e., finds an aptitude-by-treatment interaction. Niwever, 'when'
group regressions are hOmogeneous, the investigator may test the hy-
pothesis that the mean of Treatment 1 significantly differs from the
mean of Treatment 2 when 411 subjects in Groups-1 and 2 score at the
mean of the aptitude yang-Ile. The new,,djusted group means for
this analysis are determined by inserting the aptitude mean into the
regression equatiorns for Group 1 and Gym', 2 and 9blving each for Y,
the adjusted group mean.

4,0 Points of Intersection'

ATtLINT, ATILIN2 and ATICURV deterMine the point or points at
whit h the regression lines iATILIN II, planes (ATILIN2) or curves
(A-TICURV) -intersect. In the ,case of the one-predictor, ATILINT, ,A*r,
model; there will he ow point of intersection it the groUP regressions :r

are not-parallel. In the c ase of- the two-aptitude, ATILIN2, moch4, a :5Awk,0
straight line .tletines intersection of two nonparallel regression
planes., This line is Ile the "line of nonsignificance" or the "line of
no difference betwee regression planes." For ATICURV, there may
he none,une, or twc Dints of intersection. Points of intersection will
be useful to the user in visualizing regions of significance which, it
present, will always be defined to the right and ."or left of the point (g)/-

- or line of intersection.

Regions of Significance

A region ot significance describes a range of values of a predii' for ("ap-
titude) variable for whit h there are significant group diffefences on
the c riterionthat iS, the separation of the regression lines is signifi-
c ant ly dit term t "from 0. The clifferen« between groups( Y2) will
IY? exactly 0 at a point or line of intersection and the group
differences will be nonsignificant at .valcies 'of the preclic,tor variable
which lie lose to an interset tion-Areas farther to the right and/or the.
left of an intersection in which group differences_ are significant
detine the regions of significance. There may be either .One (to the
right or left) or.two (Jo,the right and left) regions of significance about
an intersec tion. The calculations of regions of significance that are
performed by the programs in this manual follow or are extensions of
formulas set out by JOhnson and Neyman (1936). The user may be in-

1 "4
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1 ereslecl in other, analogous procedures for calculating regions of sig-
.' nificance which are reported in an article by Cahen and Linn (1971).

This article is annotated in the bibliography that appears at the con-
'clusion of this manual.

PlOtting Regions of Significance

Prograrris ATILIN1 ATILIN2 d ATICURV employ a graphical Output.
routine- which constructs scatter plot, draws the within-group
regressions and delineates the regions of significance. The programs.
allow the user to chOose a 12 x 10 inch paper plot,- a microfiche plot
for use as a photographic negative, or no plot. As the programs them-
selves do not calculate the, number of cases which fall within the
regions of significance, it is important that users use} the pldt option
whenever possible to insure themselves that any regions of signifk
(AMP that may be defined areof practical importance.

Users will rived to (beck with their computer installation to deter-
mine if a plotter is available. Users whose insta4lationS do not include
a plotter must indicate the .",no plot" option on the parameter control
card, and these users mdy find it necessary to insert dummy
subroutines named PLT, SYMBOL, NUMBER, LINE, PLOT, AXIS, SCALE,.
BCNPLT, and ENDPLT. The fort/Vol these dummy subroutines is as

I

SUBROUTINE PLT (F. I, F2, I)

RE TURN

END

Appropriate subroutine name cards for the remaining plotting
subroutines are:

SUBROUTINE 13C;NPLT III Fl, 12, 13)

SUBROUTINE-ENDPLT
SUBROUTINE SYMB(X IF I , F 2, F 3, 11, F4, 12)

SUBROUTINP EINE -6 1, F2;11, 12, 1.3, 14)

SUBROUTINE SC:ALT (El, F2, 11, 12)

SUBROUTEN, Axis,.(r I, F2, 11; 12,43, F4, F5, F6).

.The..graphical output routine included in the present programs
appropriate to the CalComp plotting package- (California Computer A
Prodck ts,Inc., Anaheim, C:alitornia). It will be necessary to alter the

12
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plotting, routine within 'the present programs for use with )ther
.,graphical output packages. l

Thegraphical output routine included to the present programs res
quires the following subroutines:

PLT: converts all pen (beam) movements' from inches to
deviie commands and creates an appropriate file of
these commands,

SYMBOL: draws any sequence of c harac ters and syMbols. The
entry point SYMSET can he used to redefine any
'symbol. SYMBOL calls only PLT.

draws the,tixed decimal equivalent of the internal
floating point number. NUMBER calls SYMBOL
whit h c alts PLJ.

LINE: plots a series of dal points defined by X and Y, e on-
riot ing tin points with straight tines it requestyd. It
riay c all SYMBOL as well as PLT.

,
l r

NUMBER:

Atc,

SCALE:

AXIS:

4 "
xamtnes a data array, to) determine opt imurtv start-
ing value in a scaling factor for use by AXIS and LINE

lin mnverting data} units to plot Cer page dimensions.-
It is one of the subroutines that does not call any

_

other routine.

draws an axis line with the appropriate scale an-
notation and title and'calls-SYMBOL and NUMBER

vas wall as Pl. T.

BCNPI T,;10I begins plot.

[NMI T. . 'ends plot

T reatment by locksANOVA

t4.-
This analysis is performed only by program X(' OOPS.
classifies ah aptitude into high ancHow categories stch
equal numbers of extreme cas0S. The analyis yields mean
treatments, levels (high vs'. categoriA treatment. by

0
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squares for
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residuaterror..The,1-ratid" fortrOtment .by levels is the test for,an ap-
,..

14 interaction.nteraction.

fstinOteit*tis.lical,:iiowei-'
sl

These -- -calculations also are made only by program XGROUPS_

XCROUPS calculates the statisticaloower (.1 .0) for the_mairrgffests

( leY,els;and,Areatnents),and,interaCtion ilevels by treatments)16r the
treatment-by-plocks,,/eq,loyA. Power is calculated with -furiCtiOn

POWLK, whichoprovides .power estimates varresponding' to Cohe&s,

419691 tabledy,alues for -differing vialue. (1) degrees offreedom

the denominator of The F-ratio, IS cell frequency and (3) the-?-fatio

required-for-significanc

lkininiarY

4,he sequence of steps and output lot the programs in, this thantalis

summarized below:

Sequence or-Sups xt Otitput AMINO ATiLIN2 AT.ICURV xcgcitirs

Ca tlnput- subrouiine-CCD _ - .)-c

Calls-missing-dap:: 4

subroutine eiMtStiAi'f..

Ciikulatessurnifiary
:-,tatislics X X

Ipts:hpulpgeneiti. of
''-grotiNregtession$ . X . X

Testf, interceptt, ANCOVA)

Oefines psi itsHine
of interne

Plots loons

Petitions trentrnepoby-tflocks
ANOVAr

tstanates.Statistkaf,power

X
, .

.X X
;

X



residual min I hi,. I ratio tot treatment by levels is the test for an ap-

tttude-t teat men t interac t ion

Estimate Statistical Power

I hece also are made only by program X(,ROUPS

' XCROL IPS I al( plates the statistic al p'ov, I tor t he 'main env( ts

levels and treatments' and 'meta( lion 'levels by treatments1 for the

treatment-by-plot ANOVA Power is' col( ulated with tun( non
MANI R, 1,vhit h prw. ides p(o,+, et est imatces orre;ponding to ( (ihen's
)(HI()) tabitql value-, tor (littering values of I I degrees of Ire lom

the denominator 01 the I:ratio, .;21 c frequenc y and lit the I- tio-
-

required for signitic

Summary °

t he sequent t' Jsteps and output for ihe programs in this manual is

summanied belovt,

`,191.11(1. ul NIci), ( \III IN I \I \l Il t k'\ ,k(

( moll subi. (1 I)

1111..1)11g (Lila

111)1,,Iii,r31 I

.111. ui i ,,,»,,;,

I Ii, iii. 111.,k I1

tv,1111

1111' °PI' \N( ( \

I litiflf J1111111 1411t

,1 mire.. 11.'11

Pe.0,011). 11 itnnvit ht blur I. ,

\NM\ 1

I'1 .title 1111,t1(

1 4

X
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CHAPTER II

M CONTROL CARDS

The outline below presents the sequence and description bf the
system control cards required for submission of the programs to The
University of Texas at Austin Computation' Center. Other users will
need to adjust this sequence in accord with the requiterrients of their
particular facility..Figure-1 (p.14) reiterates the control card sequence.

1. User identification card

2. Password card

3. Job card

4. BSTAT Macro card

S. 7/8/9 card

6. Prograrri buffer card

7. Call program card

8. 7/8/9 card

9. Program control cards and data

10. End-of-file (EOF) card

1. User Identification Card

I

Col 1-7 user number assigned by Computation Center

Col 8 comma

Col 9-28 users name (as many columns as needed)

Col 29 period

9

16

,



2. Passworli Card

Col 1-3 password (initially assigned by Computation
.Center)'

Co l 4-13 "= PASSWORD,"

3. Job' Card

CoI 3

Co I 4

Col 5-10

"JOB"

Comma

"TM=010" (time limit in seconds)

Col 1,1 comma

. Col 12-17 "PR=100" (print limit in pages)
*

Co l 1.8 period

0
These limits may be omitted (with the preceding. comma) if the .-

vartie to bk used is less than:

8 seconds. of .time

17 printed pages.

The example limits may he increased as needed. If the default
16its are accepted, the JOB card may beomitted.

4. BSTAT Macro Card

Co l i'-23 "EXECPF(2350,STAT,BSTAT)"

5. 7/8/9.

This card contains the numbers 7,8,9 punched in column one. This
7/8/9 card separates the preceding system control cards from the
subsequent FORTRAN program cards (cards 6 and 7).

A

10
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a.

c.a.rd Df-4r-N 41-1 P.

til, an :inn It Lic 7 7...x.-.1-te Tne "Eqs..1"erne
07,47E..""t tilen piarentriesce, (-.; 22

nu-T-6e! ar v. i x thrleren.: Icr (each prog7T1

seireLted Thererv-e 1".12, zible. Sh,,...dd bE consi.sited m com-

ciie.traz its 'card

B.Tef- Rt3.1fred

Cr 7-P4... 7 Pip? =-P. 07 7AP115

rx..---3:7 Pt 07 7 tPil

fp,. 7 0,-7P,. 7 PIOT 7 An', 5

Coll -43 ;PROGRAM"

Co/ 15-2.9 -Slat T

Col 22-72 buret'',

Example- 3

PROGRAM SELECT "Pi: T °LW!. PL-03 = f?LoT.TAPil 5

Call PrograT Carr.

This card beris 41 Col ," arid is -t.!>ed to call e program"

Col 7-10'1 CALL

Col 12-18 ; name a: program

*OA 20 r

Cr) 22-24 -IND

Exarple CALL ATI.; 5

1'1 18

-7_



6. Program Buffer Card

This card begins in Col. 7 with the word "PROGRAM' followed by
the word "SELECT" (starting Col. 151. The buffers required for the
desired pro,gramta're then listed in parentheses (starOng in Col. 22).
The number and type of buffers will be different for each program
selected. Therefore, the following table should be consulted in com-
pleting this card.

Prr;gram e e Butters Required

A !RINI tINPUT,OUTPU TPLOT., TAPE7=PLO T, TAPEI 5

A EIt INS U,T,OUTPUT,PLOTAPE 15)

A El( URV fINPUT,OUTPLIT PLOT.LAPE'l 5)

XGROUPS IINPUT,OUTP,IJT,TAPE15

Coll -13 ",,PROGRAM"

Col 15-20 "SELECT"

Col 22-72 buffers

Example:

"PROGRAM SELECT (INPUT,OUTPUT,PLOT,TAPE7 PLOT,TAPE15)"

7. Call Pwgram Card

This card also Iegins in Col. 7 and isused to call the prograrii

desired. i ,

Col 7-10 "CALL"

Col 12-18 name of program

*COI 20 "$"

Col 22-24 "'END"

Example:: "CALL ATILIN1 $ END"

" 1 8



8. 7/8A-9

This card contains the numbers 7, 8, and 9 punched in.column one.
This 7/8/9 card separates the preceding FORTRAN program cards
from the subsequent program control cards.

9./ Program Control Cards and Data

NiIhe p gram is controlled with the following cards which are
specific to ach program. Chapters III, IV, V alid VI of thissmanu-al will
explain the preparation of these program control cards.

Alphanumeric title card

Parameter card(s)

F-mode variable format card lot Group 1 indicating locations on
data cards of relevant aptitude(s) and criterion

(Group 1 data, aptitude(s) first and criterion second)

F-mode variable format card for Group 2 indicating locations: on
data cards of relevant aptitude(s) and criterion

(Group 2 data, aptitude(s) first and criterion second)

A separate set of program co trot cards is required for each problem
to be processed. Data for all problems must be included with the pro-
gram control cards for the first problem-Group 1 data for all problems
folloW the Group 1 format control card for the first problem. Group 2
data kir all problems follow the Group 2 format control card for the

'first problem. Program control, cards for additional problems follow
the Group 2 data A blank card is inserted after the last set of program
control cards. The sequence of prograM control cards and .data is pre-
sented in Figure 1. Note that all problems submitted within a single
job must concern the s4rne pair of treatment' groups. Problems involv
ing different pairs-or treatment groups must be submitted within sr
arate jobs.

Data organization. Data should be arranged, by subject witi
ment group with all of the data for Subject 1 preceding th
ject 2, etc. Within a subject's data, a predittor (aptit

19
12
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^ must precede any criterion variable included in a problem with that
predictor variable. The predictor variable(s) andcriterion variable ap-

oproprihte to a specific problem ace determined by the format cards
cluded in the program' control cards for that problem.

10. EOF Card

The numbers 6, 7, 8 and 9 are punched in column one. The EOF
card indicates the end of a job.

P

ra

20

'13



Blank'(if thefe are no further problems)

(Cards 9-11 and card 13 are repeated for each additional problem) 15)

Group 2 data (for all problems)

Format card

Group 1 data (for all problemsi

Format card

Parameter card's)./

7 °

Alphanumeric title card (9)./ 7'8/9 .. (8)

Call program card 17)

Program buffer card (6)

7Z9 (5)

Macro card (4)

Job card. (3)

Password (2)

/User identification 1 1

Figure 1 System and program' -control card arrangeme .

'1.

'2 1



MP

CHAPTER III

ATILIN1

Program Description

This program tests homogeneity of group regressions and defines

regions of significance for the casein which there are two treatment

groups and one continuous aptitude oritrait that is linearly related to

a criterion. Program outputs (1) table of summary statistics group

sizes, means, standard deviations, and correlations between'aptitude

and criterion; (2) regression equations (Y-intercepts and regression,

coefficients) for each group; (3) .the aptitude value at which,,grouji
regiessions intersect; (4).F-value, degrees pf-freedom and probability
for the homogeneity of group regressions test; (5) r-value, degrees of

treedom -and probability for the test of common intrrcepts (analysis

of covariance); and (6) aptitude values for which treatment groups
are significantly different (regions of significance). A flow chail for
program ATILIN1 is presented in Figure 2.'

-Program Input

-Card 1' alphanunieric title card 'Col 1-80

Card 441 parameter card

Col 1-5 N for Group 1 (maximum = 200)
Col 6-10 N for Croup 2 (maximum .= 200)
Col 12 missing data option

0'.= all 'data valid
1 = blanks are invalid
2 = Vlanks and zeroes are invalid

Col 14 output option
0 = plot

-11= film
2 .4-- printed output only

Col 16 option f '6.r table of predictor and chi;
terion scores listed by subject within
treatments. If tilis option is taken, ID

15

22
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L@ ent I nen
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prin. (la, of oven., etne14[1:n

figure 2. Program ATILIN1 flow chart.
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gip

Codes will be read according to format
and will be printed out (AS) along with
corresponding predictor and Criterion
scores for subjects in each treatmerit
group. Subjects with missing data will
not be listed in this table..

= no table
= list ID codes and scores (begin

format cards with A mode field).
. of 'cards per subject in Croup,l-

no,pf cards per subject in Crou0 2
alpha level for regions of significange

Col 18
Col 20

-Col 25-34

Card 3 format for Group 1 Col 1-80
followedby Group 1 data

Card 4 format for Group 2 Col 1-80 -

followed by Group 2, data

Card 5 blank (after last prOblem)
for multiple problems repeat cards 1-4, omitting data

Data cards should contain subject ID co. -s (if desired), the ap-

titude score, and then the criterion score. If Col on the parameter

card is 0, then forinats must specify two F-mode fiel. the first field
for the aptitude and the second foi the criterion. If Col 16 on the

parameter ca ,.is 1, then formats must specify an init. I A-mode field
(A5 or less) for the ID code and then. the t o F-mo e fields.

Example Problem

Data for this problem will be the first predictor e.,cri,erion given

as-sample data in Chapter VII (p.95) of this ma .tram control
cards for this exmple problem are as follows.

1. Alphanumeric title card

c,

/Example problem for ATILIN1

24
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2. 'Parameter card

0005000050 0,0 1 1 1 .05

3: Forrrfat card for GrOup 1

/ (A3; 1X7 F2, 2X, F2)

Group 1 data

5. Format Card for Group 2

/(Al, lx, F2, 2X, r2)

6. \Group 2 data

7. illank card (after'iast problem)

. [OF

7

8

Plinted output for this example problem is given, in Figures 3 and 4.
Plotted output is given.in Figure 5.

18
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"TABLE OPSPRDICTOR AND CRITERION SCORES LISTED BY SUBJECTS MIiHIN

'TREATMENTS

TREATMENT I

ID

01

00
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020 ',

021
022
023
024
025
026 .

027
028
029
030
031

' 032
033
034'
035
036
037
038
039
040
041
042
043
044 a

045
046
047
04e
049 ...

050

P

PREDICTOR' CRITERION
10.00.4 5.000
15.000 15.000
20.000 x. 15.000.
Z5.000. -, 20.000
avian - 20.000
20.000 25.000
35.000 25:000
40.000 25.000
30.000 30.000
40.000 30.000
50.000 30.000
25.000 35.065'0

30.000' 35.000
45.000 35.000
55.000 . 35.000
35.000 40.000
40.000 40.000
50.000 s 40.000
35.000 45.000
55.000 45.000
60.000 45.000
65.000 45.000
40.000 50.000
k5.000 50.000
50.000 50.000
60.000 50.000
65.000 50.000
70.000 50.000

n0.000 55.000
50.000 60.000
55.000 60.000
60.000 60.000
65.000 '60.000
70.000 60.000
75.000 60.000
60.000 --,., 65.000
70.000 65.000
imam 65.000
60.000 70.000
.65.000 70.000
70.000 70.000
75.000 70.000
85.000. 70.000
70,000 35.000
80.000 75.000
75.000 80.000
85.000 80.000
90.000 - 80,000
84.000 , 85.000
90.000 85.000

°

I igure Prinled oulpui for. A TILIN1 example problem-lable'of pre-
(-1Iciot and cn(erion score,s.
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TREATMENT 2

ID PREDICTOR CRITERION
051
052
053
054

0.000
1, 5.000

5.000
10.000

70.000
65.000
75.000
75.000

055 15.000 60.000
056 15.000 70.000
057 20.000 75.000
058 25.000 55.000
059 .25.000 70.000
060 / 30.000 60.000
061 30.000 65.000
062 30.000 75.000
063 35.000 50.000

/1864 45.000 55.000
065' 40.000 60.000
066 , 40.000 70.000
067 40.000 75.000
068 45.000 55.000
069 45.000 65.000
010 50.000 45.000
071 '50.000 65.000
072 55.000 40.000
073 55.000 50.000
074 55.000 55:000
075 55.000 70.000::
076 60.000 55.000
077 65.000 30.000 ,
078 65.000" 40.000
079 65.000 65.1300
080 ... 70.000 25.000
081 , 70.000 35.000
082 70.000 41.000
4383 70.000 55.000
084 70.00 60.000
085 75.000 20.000
086 75.000 30.000
087 75.000 40.000
088 75.000 50.000
089 80.000 15.000
090 807.000. 45.000
091 80.001) 55.000.
092 85.000' 10.000
093' 85.000 15.000
094 85.000 25:000
095 85.000 35.000
096
297,

85.000
90.000

45.000
ak-0 .000

r 098 10.000
099 '11113% 20.000
100 90.000 30.000

Figure. I ,(continue . Printed-output for iATILIN1 example Koblem-
table of predictor and criterion scores.

- 20- -
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Methodological Notes'

A I II I\ I

I I lumogrneitk dully Regt(tuot) 1(.0

(1 test the h`puthesrs that the regressi(Ths for two groups are parallel

e , the slopcs are equaT'A I II IN I «instal( ts-a standard linearl)redv -

turn model tit the form-

+ h X + b + b41(4,1 + el, I I

= I ,;\, being the tiital number ot sub)ec is in both groups):.

where Y rs the c riterion;
/

egresSion meth( lent for the f rstTh'Tist

group membership ve( tor, Xi, scored I rt S is in Croup I, scored it

nut b ). the regression «iettic lent ot a sec ind group members ip

vec tor, X .1 ,scored 1 it S rs in (Jou!) 2, sc ored 0 it not); h the regres-

sion cook lent ot the product ot Xir and the aptitude vector (this

produc t symbolized 3.1; and h4, the regression mettic tent of the

prodcg t ot \`r and the aptitude vector (this prO(1uc t symbolized as

X4I).
.

The residua+ sum ot squares (leh has degrees-of freedom given by

the number of Ss minus the number of linearly independent
1

parameters. Theretore, we have 4 If or for more than two treat-

ment groups, N k 'where k equals the number of treatment

groups.

To test that h
3

i.e., that the regressions are homogeneous,

the data are fitted to a sec md more restricted model which repre-

sents observations within each treatment group about regression

lines with a common slope. This restricted model is of the form

'For explanatory purposes, me iodologic al notes may reflec t alter-

native but mathematically identic, prOcbdures to those actually

employed.,by the programs.
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Y b X + b2 X21 + 1)3LX
31

+ X4; + tt

or alternatively

Y =1) X +b X +b A +1
; 1 it 2 21 3 t

121

where A is the vector ot aptitude acres. for the residual sum ot
2squares (It we have N 3 (31 or, tin more than two treatment

groups, N k 1. di, where k eluals the number of treatment
groups. Sine e. the restrk ted model 121 «)mbines predic for variables

treated separately, -(n the starting model 11-1, 2 is expected to be

greater tharblei2 . These sums ot squares can be equal it the null hy-
vi 2pothesis is true if group regessions homogeneousi, but zl

cannot be less than le2.

To test for homogeneous slopes, an hypothesis sum ot squares,is
2 2tormed, given by SSiwp = I with (N 31 4) = 1 df

or, for models with .k treatment groups, k 1 di. The 1-test' for

homogeneous slopes is then given by

SS hyp/

2 / 2kf

1-test illustrates the general method for significan«. testing

within the «kitext.of multiple regression analysis. Significance testing

proceeds according to the following steps. First, a starting or full

model. is written. Second, a restric tion'relevant to thehypothesis of

interest is written. Third, a restrk tad model is formed b5/ incorporat-

ing this restric tion into the full model. Fourth, the hypothesis sutra of

squares (SS,
flYP

1 is termed by subtracting the full model error sum of

squares (SSfujil fri-rn the restrk test model error sum of squares

(SSrstrd). The degrees of freedom for S5hyp equal the degrees of

freedom for .SS rsird minus the degrees of freedom fr;SSitiii. Fifth, the

(-test for the hypothesis of interest is given.by
. 5Shyp/ dfhyp
F(df df =hyp' full SSfull / df

F(k -.1, N =

24
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'A caution should be noted in the cast,' where the distutiGtions of

aptitude scores for the two groups Rind to have resin( ted overlap. In

such an instance, heterogeneous linear regressions for two groups

may simply tette( t a omnurn c urvilinear regreSsion as in the follow-

ing diagram

x

A

In such a 'case, the homogeneity of group regressions test may he sig-

ntic ant but the wriclusion that. group regressions actually differ

would be erroneous. The user should study the plotted output
c awfully Lo avoid scc h in orret -con( lusions.

2. Test of Common Intercepts (Analysis of Covariance)
,To test the hypothesis that two treatment groups are not significantly

different when sUbiec is score at the mean of the aptitude, ATILINT

constructs a tull model of tht form .

"Y
i
=- blX

1 i
b2X2i + b

3
X

3i
+ ei

where Y
;

is the criterion; h1, the :egression coefficient for the first

group membership vector,
Xl

(scored 1 it Si is in Group 1, scored 0 if

not); and b 2'
'the regression coefficient tor the second group mem-

.

bership vector., X
2i

(scored 1 if Si is in Group 2, scored 0
if

not); and

b the regression coefficient for the aptitude variable, X Note that

this model is identical to 121. The degrees of freedom.for the residual

sum of squares (1e) for this model are N .3. or, for the case of k

trearmerrt groups, N k 1.

To test for significant intercept differences, ATILIN1 constructs a

second, rrtpri, restricted model of the form

= a + b
3

X3i + f

25
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where a is. the Y-intercept and (if = 1\4' 2. This restricted model

results from placilit; the restriction b = b2 on the full model.
An hypothesis sum ot squares (11 ,2 1e2) and 1-ratio are con-.

stru( ted in.t he usual manner, using the error sums of squares from the

full and rests( ted models.
A

Point of Interwction ( lest of Ordinalityt

An aptitude-treatment interac Lion rs said to he ordinal when group

regressions t(nterion on aptitude) tall, td intersect within the oh-
,

served range 01 .aptitude values and dmirdinal when wimp regres-

sions do interse( t within the observe' range ot aptitude valCies. Or-11

dinality' may he noted from a plot ot the group regression lines or

trom determining the point ot ,inters((( non as given by

a
2

a
I

X0=
b b

2

where'a
I

and h are the intercept and slope for the nterion on ap-

tingle regression aoup 1 and a and b2 are corresponding

values within Croup 2. It NO talk within the range of observed ap-

titude values, then the interaction is disordinal; otherwise, the in-'

tern( lion is ordinal.

4 Regions of SignitHan«,*

A region 01 signet ic am e des( rihes a range ot aptitude variable .values

for which there are significant group ilittrren«,s on the. riterion
i.e., the distant , between Ole regression lines is signific antlyclifferent

from 0.to identity regions ot igniti( am e, the Johnson-Neyman tech-

nicicie (JOhnson & Nevman. 19 16; Johnson & Jackson, 1 gig) is

employed. All Values tiLthe aptitude variable, tor whit h there are sig-

nit (ant (litterenees, bet seen group regressions FYI Y)), are in-

,

To avirid «infusion the reader should note that regions. of signifi-

c am e as reterred to in this, manual are mathematically defined and,

,ther'elore, may not necessarily tall within the range of-data.

/3 3



eluded 'regions of significance. Wheh the difference , Y1 Y2, for a

. single aptitude variable value is of interest, a t-statistic with

N7 + N2 4 di can be «imputecras follows:

D

with = and

St=

t S2

[ Cxx
(Cyy,

C
2 xy2

[ N 1N2

2 (Xs )7

+
i=1 Cxx.

N
1

+ N
2

4

where r refers to treatment group; N7 and N2 are the numbers of)sub-

jects in the two treatment's; N1= IG1 + tski; Ci(x=
2 2(IX) /N (sum of squares for X, the aptitude variable);

Cyy = 112 (1, 11
2 / N (sum of squares foe Y;the criterion variable);

vexy = XXV (IX)(1 YVN (Sum of cross product* X' is theaptitude

value at which we are testing the distance between regression lines;

and X is the mean of the aptitude variable.

Bounding aptitude variable values for regions of significance are

obtained b' solving the equation

± V82 AC
= A

where A, 8 and C represent terms provided by Walker and Lev (1953,

p. 401). The equation for bouhding values gives two (realliOtol4, utions-to
when 82 AC is greater than 0, one real solution whenlr 441FAIC is

exactly equaito 0, and no real solution' when 82 - AC is less than 0.

A bounding value separates a region of significance from a region of

nonsignificance. Consider an obtainedliOunding value, x. Does x

represent. the upper bound of a region of significance falling below it,

or the lower bound of a region of 'significance falling above it? The

point of intersection can be used to- determine which alternative

reflects the true Mate of affairs. At the point of, intersection, the pre-
.
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(lit ted criterion dungen«, bet we4n the group is 0. Sue h a zero

difference c an never be wiltakted within a region of signitk ant

ditteren«,s That is, the point of 'flimsy( tioli always. liesitvithin a
region of nonsignitn an«,. it the ioinC of intersectiOn falls in the

,

region below a bounding valuu, Chen that bounding vatic, is the

lower bound tor a region of +;igni4 an«, tallaig above it. If the point-

ot intersec lion falls in the region above the boundi value, then that

bounding value is the upper t4i.itrid for a ot significan«, falling

below it

COnSiderthe location of regions of significance when no hounding

values coxisf In this ease, a single region existsthat region extending

from 00 to +00 on the aptitiide variable. Given that the group
regr1":ssions are not exactly parallel, then this region contains an inter-

se( lion and it is.a region nigliinsignificance. As a general rure, a lack

of bounding values indicatois ',no regions of significance.'

The location of .regfIons of. significance when a single hounding

value is obtained deserves little attention. A single boundingyalue

ri,presents .a highly imprObable ease the term 82 AC in the
o

bounding value equation ik.(,,xa( tly equal to 0. The improbability. (4

this situation is matched by a pet uliar region of significance.'When a

single hounding value ,exists, then that single point is the entire
region of significance with segions of nonsignifk ante falling both

above and below it.
,

'An ex.«,pt ion to thiS rule o« urs when thcvgroup regressions are

exactly paiallel: .rarallet regressions produce no interse( tion, and the

single region may he eider a region of significance or a region of non-
,

significance. This,, ex( option is of Jittle or no important e for two

reasonsiFirst, exactly parallel group regressions are highly improba-

ble, and \cr«ind, the fiihnson-Neym-an-techniquehriique is not intended for

use when group regressions are homogeneous. When regressions are
_

homogeneous, simple analysis of covariance provides an adequate

analysis strategy..
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.
When two bounding values are obtained; than either one'or two -,

regions-0 significance exist. I et xi represent the loyver of two bound-
.

ing values, and xti-the higher ot two bounding values. It the-intersec-

tion falls between xL and x /I' then two regions ot significance exist

one region extending from 05 to andand the other region extending

from xii to +00. It the intersvc tiowfalls below xi or above Vii, then a

single region of significance exists with-xt as ifs.lower bound and xil

as its upper hound. Figures bsa and 6b illustrate one- and two-region-

cases.

The occurrence of a single region of significance may at first seem

counterintuitive. The region of significance in Figure 6h has xt as a

lower bound. It may appear that this region should Continue below

x /' sin«e the distan«e bewclen the two regression lines incretes.

HOweve4, the test of significance involves not only thc.. distance bet-

ween the regression* lines, but also the standard error of fhisi'dis-

tancei:e., t = WS Given that D is increasing, it'is not necessary

that I also be increasing..lf D and S are both increasing, and if SD has

the higher rate of inc rease, then t will be decreasing. Such aAwatron

occurs in the one-region case.

Ccinsideration ot confidence intervals around the group-regressiori

lines may be helpful in clarifying the single-region case. The following

diagram represents confidence intervals for Y constructed about the
(3)

regression of c -on X.

36'
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1.

5

dbi

x1

Figures 6a and 6n. Cases involving one region (b) and two regions

'la) of significance. Shaded areas reflect regions

of significance: X0 indicates the point Of inter-

section while. Xi and X2 indicate obtained
bounding .values for regioris of significance.

Two regions occur when X1 and X2 straddle X0

,but one region occurs if both X1 and X2, fall-to

one side Of X0.
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x

The straight (wild) line represents the regressiondline, while the hy-

perbola (broken lines) depicts the confidence bounds. Note that the

confidence limits are narrowest at the mean of X and expand as one

moves away from X in both directions. Figure 6c presents the ,

region case with confidence boundaries included. This figure demon- .

strates the plausibility of, the single-region case..

Statistical texts (t.g., Johnson & Jackson, 1959; Kerlinger &

Peclhazur, 1973; Walker & Lev, 1953) which deal with theJohnson-

Neyman technique have not considered the single- region case..While

such an oversight may lead toconfusion.on the part of the researcher
,.

who does obtain a single region of significance, the importance of

ch an oversig4 is mitigated by two points. First, the single-region

case does not occur with great frequency and, second, the single-

regihn ease may actually be somewhat of an anomaly.
.

..Toillpstrate these two points, consider the aptitude-treatment in-
ii-

oteraction results reported by Borich, Godbout, Peck, Kash & Poynor ...
., .

, (1974). These authors report 107 significant aptitude-treatment in-

, teractions, as evidenced by heterogeneous group regression slopes

'significant -at thu .10 Level. Regions of signifiance analyses were

computed for each of these 107 interactions. The'significance level

employed in these !Atte,: analjises,was .05.,Of the 107 significant in-

teractions,,only 13 yielded a single region of significance, while 61

produced two regions, and 33 produced no regions. Of special

31
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Figure 6c. Confidence limits in the single-region'case. The heavier

\'.. lines represent Group 1, while the lighter lines represent

Group 2. Solid lines are regression tines, while the broken

lines are confidence- limits. The confidence interval,s.
around the two regression lines overlap except in the
shaded area; thus X1 to '2 constitutes a single region of.
significance.
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terest her4 is the fact that all analyses which involved group-slope

differences significant at or beyond the ,05 level produced two

regions of significance, while all analyses which involved group slope

differences significant between .10 and.05, produced either a single

region dr no region. Thus, a single region'is obtaifeTher;Nchen the '

difference between group regressions is marginally significant. These,
results also allow the speculation that a single, region is obtain4lonly

. when the chante probability of the difference between grOtip regre's-

sion slopes is nurrierically greater than the significance level chosen

for the regiOnis,of significance analysis. In .[)ther 'words, it is possible

that (11 setting the same. significance level for both the homogeneity

cif group regressions test and the regions of significance test and (2)

,"applying the latter test only when the former is signifitant (i.e., When

there is acceptable evidence fOr the existence'of 'an apti't e-treat-

mew interaction) will eliminate the single7region case.

lintioance of a Region cif.Signifioance in

the Single - Aptitude Cdse

The existence of a region of significanCe does not necessarily indiCate

21-ie prailical importance of that regiOn: For examPle, if a region of s'i$-

nificance cOntains no observed data x ts, then that regionls Of lit-

tle importance. (Frogram-ATILIN1 only rep its regions of significance.

which fall within the range of the observed dataS -Furthermore,

regions'oi,significance are established on the baSis general' relation
>"

... ships observed across., the Hent.ire -range. Of aptitude values. The

Johnson-Neyman techninice defines a region of si nifiCance in terms

of differences between group regressions (predicaNd values) and nit

on the basis of the observed data within that region. The actual pat-

tern of observed results within a region of significance may bein,con-
.

flict with the genera.I predicted relationships, and,iro this case the

region would_be ht-little importance. Figure 7 presents a simplified

exag". of lat ters'ituat ion. NOte in Figure 71hat the left region of

significance (below point A) is evidenced because the Treatment

regression line (predicted seo,res) is significantly above the Treatment

'" 33 4 0



0

x

A

Figure 7. A region of significance is defined to the left of point A and
to the right of point B.

1 34



X, regression line tpredictecf scores), The left region of significance

would_ usually betaken -as a'regionmhere.Treatinent-0.was superioi.

Notei.hoWever,ANtthe Obsermed.data wiihin this region indicate the

exact apposite relationship. Any conclusion about the superiority of

Treatinent 'Co.:within that region -is questionable."

A-general: ppression ,of the importance of &region of significance

can-be obtained by inspection of the plotted-output from - Program

If only- a small amount:of datais-contained within a region of

significance, then this will befvidenced.in the plot._ If the - pattern of

-observed results within a region significance -tioesn7t reflect the

generalpattern ofresults-(Le., the.overall,linearregression lines) then

this algO-Shouldbe,observable irrtheplot..

While-plotted ouirt,provides,general impressions aboUt the im-

portance of &region of sjgnificaviekrtiote-objective.measuresof irti7

.Portance are often ,desirable. TAG.measures of the importance- of a

regionof'significance can be calculated-7(1)-the _proportion of total
.ar.

-observations within" a region of significance and-(2) an index of-the

overlap within a region. While ATILlfltdoes not'provide calculatioris

of these-Measures, they can be easily determined: from the,plotted

'output:
Proportion4 total observations within a region of significance. This

index of importance is simply 'the number of observations falling

within a region divided by the total number of observations. The

greatergreateriis, proportion, the greater the importance_ofthe-region,of

significance.

Index of overlap within a region,of significance. Given aregion bf

signifiCance, we cannotbe.certain that wysiven S to the group pre-.

dicted tabe supeiior actually performed' better than all the Ss in.the
' other group. Some,CroOp 1 Ss will perforrnnbetter Than Croup. 2 Ss.' r".

even though:the interaciion and, region of-significance-indicate-that

coup 2'.s treatment was superior to C,Froup 1's treatment- in that

region; igure illustrates such overlap mita region pf significance.
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X regression line fotedic4.ed Smresi. The left a.gion of significance

would usually he taken as a region where Treatment 0 was superior.

Note, however, that the Observc:d data within this region indicate the

exact opposite relationship. Any conclusion about the superiority of

Treatmen*.) withinahat region is questionable..

A general impression of the importance of a region of significance

can be pbta ed by inspec tion of the plotted output from Program

ATILIN1. If only small amount of data is contained within a region of

significance, then t is will be rviden«.d in the plot. It the pattern of

observed results within a tiegion of significance doesn't reflect the

general fiat tern of results (I.e., the overall linear regression lines), then

this AO should he observable in the plot.

Whileolotted output provides general impressions about the im-

portonce of a region of significancet.aOre objective measures oT im-

porton«. are often desirable. Two .measures of the importance of a

region of significance can he calculated-111 the prOportion of total

obse'rvations within a region of significance and (2) an index of the

overlap within a region. While ATILIN1 does not provide calculations

of thew measures, they can he easily determined trom the plotted

output.

Proportiop of total obwrvations within a region of signific5thce. This

index of importance is simply the number of Observations fallir3

within a region divided` by the total number of observations. The

greater this jiroporticin,. the greater the importance of the region of

significance.

Index of overyp within a region of significance. Given a region of

significance, we cannot he certain that any given 5 in the group pry
dieted to be scuperioractually performed better than all the Ss'in the

othf.r group. SomeGrocip 1 Ss will perform better than Group 2 Ss
f.even 'though the interaction and region;, of significance indicate that

Group 2's treatment was superior to Group 1's treatment in that

region. Figure 8 illustrates such overlap in a region of significance.
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Consider the region ot signitir an«, bounded by point A in figure 8.

Notice that, even though Treatment 0 is superior to Treatment X for

the area which lies Co the lett of point A, some X Ss tall closer to the

regression line for Treatment 0 than to the X regression line, and that

some 0 Ss fall c loser to the regression line For Tre4tment X than to the

() regression line. We can expec t sic h overlapping to o« ur even

when regions rit signiticance are detined.at a high level of mnfidence.

1.61/411 index of the extent ot such overlapping is the-percent of all sub-

le( is tailing within a region of signiticance who ac tually demiinstrate

a criterion score inc )nsistent with their treatment group. The smaller

the value ot this index, the greater the importanctkof the region of

signal( ance.'SLic h an indem an be c ale ulat.ed by counting the number

of subjv is in the region Signitic an«, who, while assigned to the

poorer treatment, ac tually performed above the midline between the

regression lines for the two groups 4i.p., a line equidistant from the

two group regressions), and adding to this the number of subjects in

the region ot signiticance who,., while assigned to the better treat-

ment, actually pertormed below the midline between regressions.

The percentage ot both types ot deviations within a region is calcul-

ated by finding the midline between the group regressions and then

',determining whether sac h observation tails above or below this line.

Let ,Ipti ) symbolize the rnidline c riterion smn, for a pre'dic for score

of X. Note'that IN/ptiXii, Xij indicates the set of 1)oints falling on the

midline. The midline between group regressions is given by

1 1
+ b' tX --:T(

1 2
-b2 xi )T2)

(XI)ti1pt = +72 + b
2

(X
i

72)
-2 A

or, simplitying,

b- (X. TC) +7 - 72)
1 4 .1 1 2

Nip( ( X i) =
2

AI

where Y. .7
/

and b
/

represent the criterion mean score, aptitude/'
mean smre and regression meth( lent, kriterion on aptitude), resper -

tive,ly, for one treatment and' Y2, X2 and b2, these same values for the

other treatment. For subject n with crrferion score Yn and aptitude

17
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"Ion' \ hlt Ift)111 le 11101111e green

1) = Yr) N1p/tXt.

I) will be Inn when the observation talk on the midline, positive

when it tails aliov( it and negative when it falls below it ..1).5 for ob-

servations ot the bet ter treatment arc' exile( ted to be positive and /)'s

for observa-tions of the poorer treatment are eye( ted to be negative.

I x( options are «insidered "misses" and are tallied an(I reported as a

per«.nt of the total number 01 observations within the region. In

I igun. 8, Iwo ohNervati(nisItYsifrom the better treatment tell below

arKI twu obServat ions iN's),Infill,the pooritrtreatment fell

above it Both types of "misses'.«instit Lite 28 percent of the ob,serva-
.

lions that lay within the region of significance. We, theretore, would

report a 28-pen ent overlap for the region of signitic am e hounded by

AO
the aPtitude valik' A. A small amount of overlap indic ants, that the

relationships arming t data a( tually observedwithin the region are

consistent with the predic tedrelati(inshrps used to establish the exis-

ten«t of that region of Nignitic an«,. A large. amount ut overlap indi-

cates that the observed data «int radict the Validity of a region of sig-

nitic an(Ct. The greater the overlap, the less the impOrtan(e of the

region ot signiticance.

It is important to note that a subject from Iroat ment 1 scoring

c loser to the regression line for Treatment 2 does ..not provide infor-

mation as-to whether that subject has been assigned to a treatment

in«irrec tly. This bemmes obvious when we «insider a subjec t who is

assigned tiff the better treatment within a region of signiticanw but

whose 5« ore talk, let as say, at or below the regression for the poorer

treatment in this region. Su( h a S may he already performing the best

that (an he expel ted from (tither of the neat went s.and pla( ing him in.

the opposing treatment might depress his criterion score below even

its present level. The investigator cannot inter that the assignment of

overlapping subjects to any other treatment would necessarily bring

the data 'into better tit with the overall regression lines.



L.

Confidence intervals for the differences between group regressions.

Cronbach and Snow (1974) have developed an altc:mative procedure

relevant to the importance of aptitude-treatment interaction results.

Cronbach and Snow suggest the calculation of confidence intervals

for the difference between regression lilies at all values of the predict

tcir viable. As Figure 9 illustrates, Cronhach and Snow's confidence

region will he narrowest 'at the mean of the aptitude variable and

widen to either side. Cronhach and Snow's technique is essentially a

confidence interval technique for the differences between means. A

direct statement about the limits of the interaction effect is attained

by setting confidence limits on the population diffcfrences.. corres-

ponding to the differences in outcome that describe a sample interacj

lion. Stich confidence intervals put the differences between regres-

sion slopes in proper perspective in that they demonstrate the proba-

ble range of real differences as is shown by the hyperbola in Figure. 9.

-(S

The equation for the mntidence limits hyperbola is gi

sit
1

vy here \ is the number of subje( is rn Treatment A; \ 13, the number

of subjects in I reatmen \, the aptitude variable value; and
2.

\ the aptitude means for the two treatments; S (Ai
and the,

'Br \
aptitude variance,, for the two treatments: / the Cabled 1-value

for 2 and di degrees of treedom and the 1 cant idol( e level;

the criterion residual mean square Hmean square tor the criterion

deviations trom the trexment regression lines, pooled ove,r treat-
. .)

mentsl: and (It, the degrees ot treedorn for .s`. ± S . tune Lion Of

X the aptitude variable l, gives this hyperbola that des( rites the «)nli-

den( e :he values of 1' d#.sibe the observed interaet.ion and

thesealcies are obtained by subtracting ()ill, wit atment

i9
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Figure 9. A simultaneous confidence interval around the difference

(YA',Y5) in kroup regressions. Regressions intersect, i.e.,

c'A Y
B

0, at X = 12.=
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^ -
regression equation)rom the other,,,i e.,

Cn)nbac h and Snow row to this ( itlat as.a simultaneous «m-
a

tidence limit in that it is defining uAdenc interval for all values of

X. This approac h is scgnew hat more mnserVative than the successive

«mtiden«, interval noted by Potthott 1(1641, as the latter w ill lead to

a largi r.«)ntiden«. interval and will tan out further toward both e\-
tremes of the distribut oi than will Cronhdh and Snow 's procedure.
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1.

Program Description

CHAPTER IV

ATILIN2.
.t

This program tests homogeneity of group regressions and defines
regions of-significance for the case in 'w-hich there are two treatMent
groups and two continuous aptitudes or traits that are linearly related
fo a criterion. Program outputs (1) table of summary statisticsgroup
sizes, means, standard deviations, cdtielations betiVeen aptitudes
and criterion and the intercorrelation between aptitudes; (2) multiple
regression equations ( Y-intercepts and regression coefficients) for
each group; (3) points at which the line of nonsignificance intersects'
the 'X (first aptitude) and Z (second aptitude) axes and its slope; (4) F-
value, degrees of freedom and probability for the homogeneity Qf
group regressions test for (a) both aptitudes simultaneously and
(b) each aptitude separately; (5) F-value, degrees of freedom and pro-
bability for the test of common intercepts (analysis- of covariance);
and (6) equation for the region(s) of significance. A flow chart for pro-
gram ATILIN2 is presented in Figure 10.

% _

Program Input

Card 1 alphanumeric title card Col 1-80

Card 1 parametgr card

Col 1-5 N for Group 1 (maximum = 200)
Col 6-10 N for Group 2 (maximum = 200)
Col 12 missing data option

0 -4 all data valid
1 = blanks are invalid
2 = blanks and zeroes are invalid

Col 14 output optio.
0 = plot
1 =
2 = printed output only

50 43
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as

.

Card 3

Card 4

Col 16 option for table of predictor and Cri-
terion scores listed by subject within
treatments. If this option is taken, ID'
codes will be read according to format
and will be printed out (A5 along with
corresponding predictor and criterion
scores for *subjects in each treatment
group. Subjects with missing data will
not be listed in this table.
0 = no table
1 = list ID codes and scores (begin

format cards with A mode field)
4

, .
Col 18 no. of cards per, subject in Group 1
Col 20 no. of cards per subject in Group 2
Col 25-34 alpha level for regions of significance

formfor Group 1 Cot 1-80
followed by Group 1 data

format for Group 2 Col 1-80'
followed by Group 2 data.'

Card 5 blank (after'fast problem)
for multiple problems repeat cards .1-4, omitting data

Data cards shim' 'contain subject ID codes (if desired), the two ap-
titude scores, and t n the criterion score. If Col 16 on the parameter
card is 0, then forma must specify three F-mode fieldsthe first two
for tire two aptitudes nd the third for the criterion. If Col 16 on the
parameter card is 1, then formats must sp y jahitial A-mode field.
(AS or less) for the\ ID code and then t three F-mode fields.

Example Problem',
,

Data for this problem will be the first and second predictors (ap-4,
titudes) and the criterion given as sample data in Chapter VII (p.95)
of this mane al. Program control cards (of this example problem are as
follows.

. 2
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1. Alphanumeric title car

Example problem for ATIL1N2

2. Parameter card

0005000050 0 0 0.1 1 A5

3. Format card for Group 1

(4X; 3F2)

4. Group 1 data

5. Format card for Group 2

/(4X, 3F2)

6. Group 2 data

7. Blank card (after last problem)

53
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EOF

/ 67

8

9

Printed oiltpui for this example problem is giveh in Figure 11 and
plottedooutput is' given in Figure 12.

.
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X

ti

iltuvr SUMMARY

STATISTICS

N

MEAN

STATISTICS

GROu, 1

50

GROUP 2

SO

CRITERION 50.0000 48.5000
.PREDICTOR41 55.1000 54.8000
PREDICTOR 2 50.6000 41.5000

SIGMA
CRITERION 20.1142 19.9812
PREDICTOR 1 20.6807 26.1526
PREDICtOR 2 20.5339 19.9612

CORRELATION
PREDICTOR 1/CRITERION .9046 -.7900
PREDICTOR 2/CRITERION .6080
PREDICTOR 1 WITH 2 -.0759 -.6485

THE REGRESSION EQUATION JOE GROUP 1 IS

THE REGRESSION EQUATION FOR ,GROUP 2 15

m 44.6201 .3271 X -.6347 2

. 72.1544 -.5395 X .126.9 2

THE F-VALUE FOR THE TEST OF HOMOGENEITY OF GROUP REGRESSIONS IS 139.1161 WITH 2 AND 79
DEGREES OF PREEDOM WHICH HAS A PROBASILITY OF .0000

fr
iglir I L. Pr:wed output totATIL example prNblemstunmary

slatis-tic S signifi( c lusts.,
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Figure 12 Plotted output for A TILIN2 example problem.
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Methodological Notes

AIR IN2

1 flomogeneiq of Group Regressions, Multiple Aptitudes

By extending the linear single-aptitude model used in ATIJIN1,

ATI( IN2 simultaneously tests Ors of aptitudes and isolates specific

aliutudes for which there are unequal slopes. Borichb(1972) and

lohnson and Jackson (1959) provide disCussions of aptitUde-treat-

ment inter& tions involving pairs of aptitudes: for more than one ap-

titude, regression planes and hyperplano (three or more aptitudes)

are analogous to the regression lines of the single-aptitude case. For

two groups and two aptitudes, the linear model may be extended to

fit the following case in which two aptitudes are linearly related to a

c merlon.

aptrtudt, B

ATILIN2 constructs.afcill'ivdl of (., form;

= + X .+-h X... +.7) + h P.'" g Is.
2 21 3 4 4t 6 -

where b1.is
the regression coefficient for the first group membership

vector, Xli (scored 1 if S
r
is in Group 1, scored 0 if not); b2, the regres-

sion weffic lent for the second group membership vector, X21 (scored

'I
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1 if S. is in Group 2,. scored 0 if not); b3, the regression confident of
the product (X3i) of X11 and the first aptitude vector; b4, the regrgs-
sion coefficient of the product (X41) of X2i and the first aptitude vec-
tor; b5 and b6, regression coefficients of the products (Z11, Z2i) of X1
and )(21, respectively, and the second aptitude vector.. The residual
sum of squares for this full model (1,e2. ) has N 6 degrees of freedom
or, for more than two treatment groups, N 3k degrees of freedom
where k is the number of treatment groups.

Program ATIIIN2 performs three significance tests relevant to
homogeneity of group regressions. These three significance tests in-
volve comparison of, the full model (31 to three different restricted
models. Each of these significance tests is discussed in turn.

Test 1Simultaneous test of slope differences on both aptitudes.
To.test if there are parallel regression plane slopes (criterion regressed
simultaneously on both aptitudes) for the two treatments, a restricted
model is formed by setting b3 equal to_b4 and setting b5 equal to b6

'in the full model (31. The; esulting model is:

Y. ='b/ X /i + b2X21 + b" (X3i + X
41

.) + b
5 1i + Z2i + f . (4)3

or, equivalently,

Y. = b
1
X

11
+ b.

2
X2i + b 3A

1
+ b5A

2i.
+

where Ali is theyector.of scores for the first aptitude and Ali is the
vector of scores for the second aptitude. The residual sum of squares
for this restricted model (If 2) has N 4 di or, for, more than two
treatment groups, N k 2 df where k equals the number of treat-
ment groups. The F-test Jor differences in group regression plane
slopes is constructed in the usual manner using the error sums of
squares from the f 131 and restricted 141 models.

Test 2Test of slope differences on Aptitude 1 with slope
differences on Aptitude 2 covaried. To test if there are regression
slope differences with regard to Aptitude 1 over and above slope
differences attributable to Aptitude 2, a restricted model is formed by

52
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setting b3 equal to b4 in the full model (31. The resulting restricted

model is:

Y.= b
7
X 1i+ b X 2i+ b3

(X 3i+ X 4i) + b5
Z 1i+ b

6
Z 2i+ gi 15I

or, equivalently,

-Y =b X .+b X .+b .+b Z +b Z +g
i 1 11 2 21 3 1; 1i 6 21 1.

The residual sum of squares for this restricted model (14) has -

N 5 df or, for more than two treatment groups, N 2k 1 df

where k is the number of treatment groups. The F-test for Aptitude 1

slope differences with Aptitude 2 slope differences covaried is con-

structed in the usual manner using the error sums of squares from the

full [31 and restricted (51 models.

Test 3Test of slope differences on Aptitude 2 with slope
differences on Aptitude 1 coyaiied. The restriction for this test is

b5 = b 6
and the restricted model is:

Y =b X +b-X .+6 X . +b X . + +Z
i 1 1i 2 21 3 3, 4 41 5 11 2i

or, equivalently,

Y. = biXii + b2X2i +b3X3i b4X4i + b5A2i +

The error sum of squares (1,hi ) has N 5 df for two treatm t groups

or N 2k 71 df for k treatment groups. The F-test for Apti ude 2

slope differences over and above slope differences attributed to Ap-

titude 1 is constructed with 131 as the full model and [61 as the_

restricted model.
hterpretation of resultsAptitddes uncorrelated. When the two.

aptitudes are not significantly correlated, the results of the three sig..'

riificance tests are easily interpreted, Given significant results from

Test 1 (the simultaneous test), an aptitude-treatment interaction ex-

ists. Tests 2 and 3 can then be examined to determine if the interac-

tion involves Aptitude 1, Aptitude 2, or both. If Test 2 is significant,
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then Aptitude 1 is involved in the interaction and consideration of
Aptitude 1 is necessary to an adequate description of the obtained

interaction. If Test 2 is nonsignificant, then Aptitude 1 is not involved

in the interaction and need not be Considered id describing the in-

teraction. Parallel conclusions regarding Aptitude 2 can be arrived at

on the basis of Test 3.

Interpretation of resultsAptitudes correlated. Consider the case in

which the two aptitudes are significantly correlated. Significant

results from Test 1 again indicate the existence of an aptitude-treat-

ment interaction. However, the confounding of the two aptitudes

complicates interpretation of the results of Test 2 and Test 3. For cor-

related aptitudes, conclusions must be based upon simultaneous con-

sideration of the results of Test 2 and Test I. If both tests yield signifi-

cance, then both aptitudes must be considered in order to ade-

quately describe the obtained interaction. If Test 2 is significant and

Test 3, nonsignificant, then Aptitude 1, considered by itself, allows

an adequate description of the 'interaction. In this latter case. con-
sideration of Aptitude 2 would be redundant. If Test 2 is nonsignifi-

cant and Test 3, significant, then it is sufficient to consider a single

aptitude, Aptitude 2.

When aptitudes are correlated, it is quite possible for an interac-

tion to ticist (significant Test 1 results) but for both Test 2 and Test 3

to yield nonsignificant-results. Suc-h a case arises when the aptitude

variance involved in the interaction is variance held in common by
the two confounded aptitudes and neither Aptitude 1 nor Aptitude 2

is uniquely involved in the interaction. When neither Test 2 nor Test

3 provides significance, then it iS sufficient to consider a single ap-

.titude, but the choice of which aptitude to consider is arbitrary.
When aptitudes are highly correlated there is little need to include
both aptitudes in the analysis as the variance which is explained by

one aptitude is also explained by the other. Therefore, aptitude pairs

for which the above sequence of tests is most applicable are those in

Which the aptitudes are minimally related to each other and each is

significantly related to,the criterion.
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2. Test of Common Intercepts (Analysis of Covariance)

To test the. null hypothesis that two treatment groups are not signifi-

cantly different when subjects score at the mean of both aptitudes,

ATILIN2 constructs a full model of the form

Yi = b
1

X
1 2

+ b. X
Zi

+ b
3

A
1 4

+ b*A
21
.+ e. (71

where Y. is the criterion; b1'
the regression coefficient for the first

group membership vector .(X7i); b2, the regression coefficient for the

second group membership vector (X2i); b3, the regression coefficient

for the first aptitude (Alp; and b4, the regression_ coefficient for the

'second aptitude (A21). The residual sum of squares for this full model
2) has N 4 df or, for more than two treatment groups, N k

2 df where k e uals' the number of treatment groups.

The test of ommon intercepts involves placing the restriction,

b
1 2
= b' ' on t full model. The resulting restricted model is

Y . = a + b
1
Ali -I: b 4A 2i + fi 181

where a is the'regression constant, fi is the error vector, and the other

terms are defined the same as in the case of the full model. The error

sum of squares for the restricted model (If
2) has N 3 df. The F-test

for common intercepts is constructed in the usual manner using the

error sums of squares from full [71. and restricted [81 models.

3. Line of Nonsignificance

The line of nonsignificance is the line of zero difference between the

two group regression planes (criterion on both aptitudes)i.e., it is

the intersection of the two,regression planes. The regression plane for

Treatment 1 is given by

Y=a +b A +b A +ea1 // 1 21 2 e1
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and that for Treatment 2 is given by

Y = a
2

+ b
12

Al + b
22A2 + e 2 . 1101

,- 4n [91 and [101, Y represents the criterion; a1 and a2, the regression

constants for the two treatments; b11 and b12, the Aptitude. 1 (Ai)

regression coefficients for the two treatments; b21 and b22, the Ap-

titude 2 -02) regression coefficients for the two treatments. The
values of the regression parameters in [91 and [101 can be estimated
from the data and these estimates can then be used to write the
equation for the line of nonsignificance. The equation for the line of

nonsignificance is given by

a 2) +
11

+ (b
21 b22)A2 = 0.

4. y Regions of Significance

When an aptiKrie-treatment interaction exists, it is of special impor-

tance to determine if there are significant group differences within

the range of observed aptitude values. A region of significance con-

sists of a set of aptitude values for which predicted criterion perfor-

mance is significantly different for the two treatments. In the two-ap-

titude case, regions of significance are defined in the two-dimen-

sional space created by Aptitude 1 and Aptitude 2.

Consider a single point in the two-dimensional space for Aptitude
1 and Aptitude 2. The

I
predicted criterion difference (D) between

groups at that point is significant if

D2 >I (OP + / (N1 + N2 --6)

where Fa is the F-ratio (df = 1 and N1 + N2 6) required for the a
level of significance; (P + Q) is a function of (a) the values of Ap-

titude 1 and Aptitude 2 defining the point in question, (b) the num-
ber Of subjects in Treatment 1 (N1), (c) the number of subjects in
Treatment 2 (N2), (d) the means and variances of the two aptitude
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variables, (e) the correlation between the two aptitude variables and

(0 the correlations of the criterion with each of the aptitude varia-

bles; and Se2 is the error sum of squares for model 131. The actual ex-

pression for (P Q) can be found in Johnson and Jackson (1959, p.

443).

Bounding values for regions of significance are given by the follow-
-

ing expression: 2
Fa (P + Q)Se

D2 0 11 1 )
N1 + N2

6

Expression [111 is an equation of the second degree involving Ai, A 2

A
1

A2' A1, and A
2

terms where Al is Aptitude 1 and A2
is Aptitude 2.

As in the single-aptitude case, one, two or no regions of significance

may occur. When there are two regions of significance, [111 defines

an hyperbola. How regions of significance fall with regard to this hy-

perbola can be seen in the following diagram.

aptittide 2 ,

The shaded portions of this diagram represent the legions of signifi-

cance. When there is a single,region of significance, [111 defines an

ellipse with the region of significance falling within that ellipse.

In a previous discussion of regions of significance defined with

regar''d to a single aptitude (pp.28-33), it was concluded that the

single-region finding may be of little importance. In that discussion, it`

was pointed out that a single region occurred only when there was

marginal evidence (homogeneity of group regressions test) for in-

teraction and perhaps only when the chance probability foi the
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homogeneity of regressions test exceeded the a-level chosenAo es-

tablish regions of significance. It is. suspected that, the conditions re-

quisite to finding a single region with two aptitudes ark analogous.

Thus, the single re4ion finding with regard to two aptitudes may be

of little importance.

Importance of the region of significance in the two-aptitude case.

Regions of significance mathematically defined in a two-aptitude

space can have little or no practical importance. The importance of a

region of 'significance in the two-aptitude case is (1) a positive func-

tion of the proportion of total observations which fall within that

region and (2) a negative function of the amount of overlapping bet-

ween the treatments within that region. Both of these indices of im-

portance have been discussed with regard to the single-aptitude case

(pp. 33 -38). Generalization of the first index (proportion of total ob-

servations within the region) and the second index (Arlan index) to

the two-aptitude case is relatively easy. With two aptitudes, a Treat-

ment 1 observation evidences overlap if that observation falls closer

to the Treatment 2,, regression plane than the Treatment 1 regression

plane and vice versa for a treatment 2 observation. la other words, an

observation is counted as overlapping,if it liesx the "wrong" side of

the midplane* between the group regression planes. The overlap in-

dex is then the number of overlapping observations in a region
divided by the total number of observations in that region.

The midplane equation

Mpt(An, Ali) =

[Y1 + b
( 1i --A-11) + b21(A2i +

72+ b12(A1 i 7Al2) b22(A2i-- A22)112

where Mpt(Aii, Ap is the midplane criterion score for Aptitude 1

equal to Ali and Aptitude 2 equal to A2i;-171 and V2 are the criterion

means for the two treatments; the b's are from [9] and [10]; A// and

A
21 are the Treatment 1 means on Aptitude 1 and Aptitude 2; and

Al2 and A22 are the Treatment 2 means on Aptitudes 1 and 2.
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CHAPTER V

ATICURVP

Program Description

This program tests homogeneity.of group regressions and defines
regions of significance for the case in which there are two treatment
groups and one continuous aptitude or trait that is curvilinearly rel-
ated to a criterion, Program outputs (1) table of summary statistics
group sizes, means, standard deviations and -correlations (Pearson
product-moment) between aptitude and criterion; (2) regreSsion
equations (Y-intercepts and regression coefficients) for each group;
(3) probability that the relationship between the aptitUde and cri-
terion is curvilinear for each group; (4) F.-value; degrees of freedom
and probability for the homogeneity of curvilinear regressions test;,
(5) eg ps of freedom and probability for the test of com-
mon in rcept for curvilinear data (analysis of covariance); (6) ap-
titude value(s) at which the curvilinear regressions intersect; and (7)
aptitude values which define the region(s) in which treatment groups
are significantly different (iegions'of significance). Figure 13 presents
the flow chart for program ATICURV.

Program Input

Carty 1

Card 2

alphanumeric title rd Col 1 -80

parameter card

Col 1-5
Col 6-10
ol'12

Col 14 .

N for Group 1 (maximum = 200)
N for Group 2 (maximum = 200)
missing data option
0 = all data valid
1 = blanks are invalid
2 = blanks and zeroes are invalid
output option
0.= plot
1 = film
2 = printed output only
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Figure 11: Flow chart for 'program ATICURV.



Col 16 opt um for tat* of predictor arid cri-
terion cores listed by subject within
treatments. It this option is taken, ID
c (Id es will he read aimrding.to Oormat
arid will he pr-inted out (MI-along with
ctrresponding predictor Awl criterion
scores -tor. subjets in each treatment
group. Subjects with missing" data will
not be listed:in this table
0 = no, table
1 = list1D (Mos and ii(cifes

(begin format with A mode
Col 18 no. of cards per Subic( t in Croup 1,,
Col 20 no. of lards per subject in Group 2
Col 25-.34 alpha level used to,test.whether-<Y linear

or curvIlinearrliodel is appropriate"
Ckti '35-44 alpha level used to di'lerrtlinetegions of

.,sigrnficance

Card 3 format for Croup 1 Col 1-80
tolloWed by Group 1 data

CCard tormat for Group 2'Col 1-80
o

followed.by Group.2 data

Card 5 blank (after last p?oblem) ,
/ for multiple problems repeat cards 1 -4, omitting data

Da.ta cards.should.«)ntain sulifjec t ID codps (if desired), the -ap7
t it ude score, and then the crperion,score. If Col 16 on the parameter
card is 0, then fortnats.,must specify twof-mode fields the. first field
for the atititude and the second for the criterion. If Col 16 on the
parameter card is 1, then fe3rmats enlist specify <jn initiol A-mode field
(A5 or tess):for the ID code and then the rwo F-rtiode. fields.

A

4

Example Problem ,

Data for this problem will he the first predictor and the criterion given
as sample data Chapter VII (p.95) of this manual. Program control
ca`rds for this cl<ample problem are as foll6ws:
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Alphanymerictitle card

texample-problem:for ATICURN/

2. ',Paramet0eard-

0065(t060',1) 0,-6 1 1

. Format card for -Group

(4X,, F2; F2Y

4. ;Croup,1 :data' 7

5. format cardjor-Gropp. 2

/(41(;11FI, 2k, F2)

'6. '694 Zdata

7. Blank card (after last problem)r

EciF

'05

6/
/ 7

8
9

±,4

ct

Printed output for this example problem is given in Figure 14 and

plotted output is givenlnPigure 18.
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4r

1.

1

1.

4.

5.

6.

7.

8.

Alphanumeric title lard p

F xample problem for ATICURV

Parameter card/ 0005000050 0

Format, card for Group 1
.

-0 0 1 1 .05 .05

/(4X, F2: 2,X, F2)

Group ,1 data

Format card for Group 2
-

/(4X, F2, 2X, F2)

Group 2 data

Blank card (after last problem)

EOF

/ 76

8

Printed output for this example problem is given in Figure 14 and

'plotted outpUt is given in Figure 15.
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ATIL9RW 5UmMARy STATISTICS

STATISTICS GROUP

10

MEAN
fRITERIOm
RREDI(TEIR

SIGMA
CRITERION
RREDIE TOR

51.1111
54,14118

20.041
20.6011

CORRELATION .9140

6.RoUR 2

50

40. 5101
54.0111

19.9012
20.1526

..79111J

A toMPARISON OF A LINEAR AND QUADRATIC MODEL FOR EACH TREATMENT GROUP SUGGESTS CURVILINEARITyAT THE .921 LEVEL FOR TREATMENT 1 AND At THE .113 LEVEL FOOT TREATMENT 2,

THE REGILSSION EQUATION FUR GROUP} IS V 1.69011 :9001 th. -.0002 XX

THE REGRESSION EQUATION FOR GROUP 1 IS V 67.7411 .1939 X -.1001 XX

THE F-VALVE FUR THE LEST OF HOMOGENEITY OF GROUP REGRESSIONS IS 143.9271 WITH 2 AND 94DEGREES OF FREEDOM WHICH HAS A PROBABILITY Of .1111

THE F -VALUE FOR THE TEST OF COMMON INTERCEPTS,
ASSUMING HOMOGENEITY OF GROUP REGRESSIONS.4664 WITH y AND 96 DFLIREf% Of FREEDOM WHICH HAS A PROOMBILITY OF .7911

THE REGRESSION CURVES INTERSECT AT THE POINTS WHERE X IS EQUAL ICI 56.005 AND WHERE XIS EQuAI TO 147.719

A REGION OF SIGNIFICANCE EXTEND', FROM 1.000 VO 53.229wo6RE 0.0110 IS THE MINIMUM OBSERVED APTITUDE VALUE

A RESION OF 51,NIFI(ANrf WENDS FROM 60.220 TO 90.000WHERE 91.0000 I4 THE MAXIMUM OBSERVED APTITUDE VALUE

END OF JOB.

figure 14 Printed (unpin for All( OK V examply problemsummacy
tilafnfEE s and sigmlic an«, Ivo,
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Methodological Notes

A URV

I Test for ( tin ilsoca Rod

A general disc usston ut the applic at ti in of regression analysis methods

to nimlinear relatilinships can be found tn. Kelly, lit-ggs, ht( Nell,
I ic helberger. and 1 yon 19f)() 10;test the hypothesis that the w it fun-

group relationship helweVn an aptitude and a c riterton rs c urvtlinear,

the standard c urvilinear (quadratic) ) predic tion model is'«instruc led

Y=a+b
/

X
/

+11
2 /
X2+e

where Vrs t he ( men( in, a, the regression «instant fi)tercepu: 1)1, the
regresston oet 11( it.ht for the Croup 1 aptitude vet tor, X 1; and h 2. the

regression «win( lent tor the vet for (k 2) «imposed ot the squares ot
the Crimp 1 aptitude scores The residual sum ot squares 1),.e") for

this model has degnes ut freedom equal to the number ot subjects
mi is the number ot independent parametersN

/
3, where NI Is

the number of sublet is in Croup 1

'The test for ccirvilinearity involves c omparison of t-he pfedll live
etttc lent y ot model II 21, the c urvilinear model, with a %Imply linear

model Thy appropriate simple linear model is

=a+b
1

X
1
+I.

The error sum ot squares i>..12) for model 11 31 has degrees of freedom

equal to NI 2 The / -lest for c urvilinearity is constructed in the
usual. manner using the error sums of squares from the full model 21

and result led model 11 31. A significant [-ratio indicates a significant

urvilinear regression of the c riteriim-on the itptrtude.
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MI/ t. R repeals this test of ( urtrllne,rrrtt for treatment 2 and re-

ports thi. results of the It -.is lig high treatments Note that the opera-

tion of this program Is 01111)110cm ('(I 1)% the results of the tests of

ilinearit !hip, A II( 'RA pr( etxls %%ith subsequent signitit mit e

testing +hi iniogeneit% of flt «ovarian( P. and

reginns of srgnrttante as though 1)()(11 %%11111111f It'glt",s1011s

are t ur% 'linear regardless It %% het her the test of c urvilinearit%, rs sig-

runt ant f )1 both treatments. on1), one treatment. or neither of the

treatments t se it A I l( Lk not re( ommended to tilt` It'st'die. her

\%. hi) knirws belorhand that he is dealing %%, h linear rather than c of-

t ilincar data Instead program A III IN I should he used in this t. ace.

1ppli( alum of II( 1.1e:Vto Itrusar data ( an result in a possible I() of

staiisti( al Dotter II) the I( 155 of dr.grees of freedom Inc urred by in-

( hiding ( Ott )linear %ariables squared terms' in the regression models.

11()Mid'1'11('ll: 1)1 I 111k 111111',11 11'gliss1(11)%

I () test the 11% p(aliesis that tht. rt.gressil ins +in( lading turvilint.ar «)m-

p( inents tor the t%%() treatments art....earallt.1,-t tollottirig full model

is ( onstru( ted

yI
h \ I) 4- h + h

I /1 2 21 3 3r 2
2

I 4" h 5 \3; 1311 +

1141

w here \ /I is the last group rsmembehip 1'e'( 'l tier st ()red I It StIbly( I ) Is

(,root) I and s( ()red other%%ist- \ the sec ()nd r(lupmembt.r-

ship %e( tor s( ()red 1 it ',ubjec., r is in ( .roup 2 and st ()red other-

%% Ise \ the pr.( )(1111 t (it \ and the aptitude vet tot, and \ Illt'

produ( t lit \ and the aptitude vet tor, the I) s m 1141 are regr scion

( ()cm( lents and ef reprewnts the Ivor vet tor. the error `AIM of

stillatt'Is I( )1' this 11)11 has N () tit or. Ior 111t)tt' than two treat-

ment groups N 11. dr w here N is the total numherot sublet is and'k

is the number of treatment groups

It) test it the group regressions are homogeneous parallel+, the
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restric hems h
3 4and h, h are placed on the full model 1 he

resulting restnited model is

)

1 4
2

1

Yi= bl Xli+ h2X2, + b (X
3i

+ X4/ ) +b
5
(X'

3
+ X ) + I

or, equivalent

Yr=b +b2 X
21

+ A+b5 A 2 +I

where A is the vet for of aptitude scores and A- is the vet for of the
squares of the aptitude cores. I he error sum of squares 1) tow his,
restricted model has N 4 c/1 r, for more than two treat ment groups,
N k 2 cif where k is .the n per of treatment groups.

The 1-rat io for homogeneity of curvilinear group regressions is con-
strue ted rn the usual manner using the error SUMS of squares from the
full 1141 and resin( tedlliodels. A significant 1-ratio indicates that
the c urvilinear regressions dater for the two treatment groups and
thus that an aitlitude-treatment interac bon exists.

3 tests. of Common Inferwpfs (Curvilinear Analysis of Covarrance.1

To test the hypothesis that two treatment groups an: significantly
ditterent when sublet Is se.egeit the mean of an aptitude Which is c ur-
vilmearly related to the c Menem, model 1151 is employed as the full
mode).. The restriction 61 = b

2 is plated on 115), resulting in the
following restric led model:

=a+b
3
A +11A 2 +g 1161

4where

IS the regression constant
i

Y-intercept); g i the residual er-
ror; and the other terms aro, as defined for 115). The error sum of

2 A ,squares ) for this restric tea moue' has N df. The 1-test for sig-

nine ant Y-intercept differences for the two treatments is constructed
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in the usual n1 Inner using the error sums of squares from the full 51

and restricted 1161 models. A signilicarit /-ratio indicates that the Y-
_

inter( epts differ for the two treatments. Given that the Y-inter«pt for

one treatment is,signitieantly greater than that of the other and given

that group- regressions are homogeneous, It c an be concluded that

the treatment witlq't he higher inter«,pt demonstrates overall c riterion

superiority' within the range of the observed data.,

4, Points ot Interne( Lion

When gootip regressions are ( urvilinear, 1 here may be one, two, or no

Points at whit h the regressions for the two groups intersect. These

tdifterent o« urrences are shown in f igure

Mathematic ally, the point is) of intersec tion are determined from

the .within -treat went regression equations. The regression equation

for Treatment 1 is

11 71

where Y1 is the predic red c nterion smre; a /' the regression constant;

h the regression « Jet t lent for the aptitude variable (Al; and b

the regression «)eltic lent for the square of the aptitude variable. The

analogous regression quatio for Treatment 2 is

= 1181

A point of interne( non cirs When Y/ Y2 = 0 or, equi' ently,

when

a 2) +
11

-b IA + (H21 b O. 1191

7



J

aptitude

aptitude
V

p tau de

0

Figure 16.. Points of interse( non for three hypothetical cases. Cdrv.ed
Imes represent the regressions for two treatmeni.groups..
Case (a) involves no point of intersection; case (b), 'one
point of intersection; and case (c), two points of intersec:-
non'
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Solving 11% fur /1 yields aptitude values «gresponding to the points

of intersec Iron. Expression, 1191 IN a quadrat 1«quation and applying

the well-known solutionSr for suCh an equat wi prcwluc es

, (h +11(1: h 12 ,.1(b
2111 11 ' 11 12

a2)

A =
1(h h12)

11 1201

..It the-term under the tactual in 1201 is negative, then there are no real

_solutions to 1201 and there are no points Of interscii lion. If the term

under the radical is 0, then 1201 provide sIngle solujion and the

'single point of intersection o« urs at the corresponding aptitude

value. It the term under the ra(Io al is positive, then there are two

solutions to 1201 «nresponding to the two aptitude values at whit h

intersec lions o« ur

5 Reginm of Sigtilt1( dri«.

Johnson and Neyman {19 lb), while interested in problems involving

linear rekrtionships, employed a statistical paradigm which clues not

restric t the relationship between a criterion and aptitude variable to

one of linedray. Wunderlich and Boric h (1974) have extended the

regions ul signith ante procedure originally suggested by Johnson arid

Neyman tOproblems involving a quadratic relationship between cri-

terion and aptitude. Coven an aptitude-treatment interac lion and c ur-

vilinear 'quadrat re regressions within treatments, it is of primary in-

terest to determine it the -ditteren« between predicted criterion

swresi P., the distant between the regression c urvesis signin-

c ant tor. any aptitude values within the range of observed aptitude

se res A region of signitic am e wriststs of a set of aptitude values for

whit h pudic ted c merlon pertormance rs signiticantly difterent for the

two treatments.,
Consider a single aptitude value. The predu ted c ntenon difference

(1>)etNicen treatmentsat that value is signific ant if

71



fl

4

D2 > fa + /(N1 +N2 -6)
2

1211

where fa is the f-ratio (df 1 and N1 + N
2 6) required for the a

level of significance; + is a tune lion of (a) the aptitude value in

question, tb) the number of subjer is in Treatment 1 (N1),. lc) thenum-,

ber of subjec is in Treatment 2 (N
2 (d) the mean and variance for the

aptitude variable and the square of the aptitude value, (e) the correla-

tion betWeen the aptitude variable and the square of the aptitude

variable, and (t) the correlations of the criterion with the aptitude

variable and with the square of the-aptitude variable; and Sl is the er-

ror sum of squares from model 1141. The actual expression for (P + Q)

for the two-aptitude c ase can he found in Johnson and Jackson (1959,

p. 441). If the square of the aptitude is treated as a second aptitude

variable, then this expression is appropriate- to the single aptitude,

curvilinear case.

Bounding values for regions of significance are given by the follow-

ing-expression:

D2
Fa (P + 9)Se2

N
1

+,N
2

6 1221

Expression 1221 is a fourth-order ((panic) equation involving the ap-

t nude' variable. ATICURV solves this quartic equation by first finding

a solution for a wsolvent cubic equation and then using this'solut ion

to obtain all four rootsvof the original quartic equation. Expression

1221 yields two, four, or no real solutions corresponding to bounding

values. .

After calculating bounding values, program ATICURV determines

the locations of regions of significance with regard to these hounding

values. A-bounding value is an aptitude score with a region of signifi-

cance occurring on 'one side (above or .below) of that score and a
region of nonsignificance occurring on the other 'de of that score.

Consider the folldwing example in which two,boe ding values (A

and 13),have been obtained.

72
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Apt thRit.

keu ii 1

In this example, (tither la) Region 2 may involve signiticanc e while

Regions 1.and 3 involve nonsignitk ante or (b) Keglon 2 may involve

nonsignituanc(t with Regions 1 ,tnd 1 involving signitk anc e. It the

within-treatment regressions intersec t, then it is easy to determine

whR h case-1a) true. A region ontaining an intersection

point ot tern ditterence between the regression lines) is always a

region ot nonsigniticance. It Region 1 or -Region 1 contains an inter-

sec lion, then case Jai is true. On-the other hand, it Region '2 ontains

an intersec lion, then c,vse lb) is true.

locating regions of significance for curvilinear regressions,
however, is not always as simple as shown above. As demonstrated

Figure 17, two nonparallel curvilinear regressions need not inter-

sec t. consider situation (a) in .Figure 17. Two hounding values (A and

/3) exist in this situation. Does the region between A and B involve

signitic anc e or nontiignificamce? One might guess that the region bet-

ween k and B is a region nonsignific ance, since the minimal dis-

tance between group regressions falls in this regio ever, such a

guess may prove talstt. The distances bet wet regressions within a

region of signific-ance may actually he smaller than the distances

within a bordering region 4nonsignificance---such is the case when

a single region of significance is found in the one-predictor, linear-

regressions case (ATILIN1) or when an elliptical region is found in the

two-predic tor,,linear-regressiOns case (ATILIN2). Without further in-

formation, it is-impossible to determine it the region between A and B

is one otsignilic,inu or nonsignificance.

,Situation (I)) in figure 17 also'preents a problem. No hounding

values are obtained, so there is only one region. However, does that

region involve signitic an«tor nonsignificance? Without additional in-,

formation it is impossible to tell: Program ATICURV deals vith such

B7.10



tai

A B

aptitude

aptitude

Two examples of nonparallel and nonintersecting
sions. In situation (a), points A and B represent bounding
values for regions of significance. Without additional in,
formation, it is impossible to determine where signifi-
cance lies with respect to A and B. In situation (b), no
liounding values are obtained. Without-additional infor-
mation, it is impossible to determine if Group 1 is signifi-
cantly superior for all aptitude valued or if there is no sig-
nificant difference for any aptitude value.
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problems in the following manner. The midpoint of each region fall-.

ing within the observed aptitude values is (-Mediated. The signifi-

eance of the difference (distance) between regressions is evaluated at

.each midpoint (if expression (211 is true for a midpoint, then the

difference insignificant at that point). A 5igniticrant difference at..a

midpoint indicates that the'eorrespOnding region is a region of'signifi

while a nonsignificant ,,,difference at, a midpoint indicates a

region Of nonsigniticance. Program ATICURV reports the upper and

lower bounds for each region of significance falling within the range

of observed aptitude values.

Importance of the region of significance for curv;linear,regressions.

Rec all considerations previously made with regard to the importance

of a region of signitic arme (p. 33). Such considerations also-apply to

regions of significance defined with regard to curvilinear regressions:

within treatments. The importance of 41 region of significance is (1) a

positive function of the proportion of total observations that fall

within that region and 12) a negative function of the amount of over-

lapping between the treatments within that region. Recall that a

1 reat merit I observation evidences overlap if it falls closer to the

Treatment 2 regression line than the Treatment 1 regression line. In

other words, an observation is counted as overlapping if it fall's on the

"wrong'' side of the midline between the group regression lines. the.

midline between c urvilinear (quadratic) regression lines given by
,

the follciwing equation:.

Alpt(Ai) = 1T1 (Ai
Ai) + b21 2 4.,

+
2

+ b
12

(A. 712 ) b22 (A2. 2
/ 2

where Mpt(A,) is the midline criterion score for the aptitude variable

equal to A; and Y, are the criterion means for the two treatments;

Ai and A,, are the aptitude means for the two treatments; and the b's

are from T1.71 and Th31.

a4t.
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XGROUPS,

_:Prografr,D,esctspOon -/-,,

-''±'s . ( ! 1 , \
T hprogramipetorms a4reatnrn1-by b.lock:s ag alys isofvariance -f.o, r_

two atment.groups anc,twO eveis of theiitucevarial*Within;:
. -ea

ily

m'ent,:tigh- rict-,,1,9 -aptitude 41f gories, are formeg-by
selecting extreme cases, Thepe centage of irithesarnpleinCitided__
in theextreme aptitle categories, (and, ;111preforp, included in, the
frektment-by-bloclo arialysis°1-vi4nce1:isiree,to vary. If 10% oi-,the
S's are;to be inclucled,_ftentbe 16%-:of the Treatment 1 ,SSwith4e
-highest ottud$'.-score re assigned to the - high - aptitude category,

,,.arld the 10St the .treat '.*'With the lowestaptitude Scores
are assigne4 hi low,aptitudP'caiegory; In-analogousfashion, 10%

Qf e-trea4ent,4 ss.areassigriedjo,each bithp -aptitude ,dategCiries.
.Progir.am,X,091105 ;performs -multiple- treatment -by-blocks ,analyses
'eaCtiOrk4p041Pg:to a, diffefent percentage of'the sample tube in- : 0,.

cludfd10.tho,oxypm? grotti). 146 options are available. the first'op-
.tion,-4bWs.-ihe .user toinput ihe,exact percentagaiolle inclirdedfin

..., the extreme groups taiii'axiMurn-olsiicpercentages is allowea,and a

:1-,, separate ,treatMent-by-blocksanaysis is4hen computed;for,eaFt per-,
centage.,If ,,the, secon0 option is selected, then extreme-grounwitn -i
10. 20.24($10 40.percent pf the. sample-are -coigx.iictedinc1thec?p.
responding four anaixses-areperformed. Statk'sticat poOr 0 A, is
Calculated:1°4 inalo,airiclInteract ion effects in,each analysis °wine/
the ,,,,. to tieteimine tbe extreme.g new sizqesqlting in &g,

,,

of
,

`statisica1 poWei..,(Prograrn, outputs sums,-ot g(giares, ,degrees76

,11eWT-int;_rrean, squares, ,F values, prociabili ties, -power estimates an

cell i meansfoctreatmeeitS,'aPtitufFte,leVel (high vs. low); and -trea
'iiikiiii'bi4evers -Ar fjow :Chart for program XdROUP§iS pre
tEigure 18.: d



CHArTErt VEt,

XGROUPS

Program Description
'f

prOkram performs a treatMent-by -bloc ks analysis of variance for
two treatment groups ancpy-olevels of the aptitude variable. Within
each treatment, high- and km\-aptitude 'categories are formed, by
selecting extreme cases, The peil«mtage of Ss in the sample included
in the.extreme aptitude categories.(ancl, therefore, included in the 6

treatment -by'- blocks analysis Of variance) is free to vary. If 10% of the
Ss are tribe inc fuded, then the 10% of the Treatment 1 Ss with the
highest aptitude. scores are assigned to the high-aptitude category
and the 10% of the TreatMent 1 Ss with the- lowest aptitude scores-
are assigned to the fow-aptitUde category. In analogous fashion, 10%
of the Treatment 2 Ss are assigned to each of the aptitude categories.
Program XCROUPS performs multiple "treatment -by- blocks analyses
ea( h corresponding Co a different pet«,ntage of the sample to be in-
( lulled in the extreme group. Tvyo options are available. The first op-
tion. allows theusVr to input the exact percentages to be included in
the extreme groups (a maximum of six percentages is allowed), and a
separate treatment-by-blocks analysis is then computed for each per-
tentage. It the second option is selected, then extreme groups with
10, 20, 10 arid 40 percent of the simple are constructed and the cor-
responding four analyses areperformecl. Statistical power (1 p) is
cal( ulated for;_main and interaction effects in each analysis, allowing' -
the user to determine the extreme group size resulting in the greatest
statistical 'power; Program outputs sums of squares, degrees_ of
freedom, mean squares-, F-alue%, probabilities, power 'estimates and °
cell means for treatments, aptitude level (high vs. low), and treat7.
ments by levels. A 'flow than for prograM XCgOUPS is pregtrited'in

/4/0
Figire 18.

4
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Figure 18. Flow (hart for program XGROUPS.
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Program Input

Card 1, alphanumeric title card ( i)I I -i10

( and 2 parameter card

a

Col 1-5
Col 6-10
Col 42

Col 14

( 0I 16

Cor18
Col 20

N. for Croup I 'maximum - 200)
for Group 2 (maximum 200)

missing data option
0 r all data valid

= blanks are invalid
2 blanks and zeroes are invalid
percerit ut sample optibn
A zero in this column is a detault value:
thcr'proglam pertorm analyses with
10, 20. 10 and 40 percent ot the sample

cat h of the extreme groups. An alter-
native st.t ot percentages can be re-
quested by indicating, the number of
per( ent ages desired (maximum = 6) and
then including the alternative per«i-
fages-on Card 3 Nile
option for table of .predic for and cri-
terion .scores listed by subject 'within
treatments. it this option is taken, ID
wdes will he read-'ac c ordmg to format
and will be printed ;,gut (A5) along with
wrresponding predictor and criterion
scores for subjects in eacfrtreatment
group. Sobjects with misting data will
not be listed in this table.
0 = no table

mdeS and ores
(begin tormat- cards with A mode

no. ot cards per subject in Group 1
no, of cards per subjec t in Group 2

Card 1 (optionalinclude only it Col 14. is not 01 indicate in-
teger percent levels desired in Col 1-3, 4-6, 7-9, etc., as
net .ssary (maximum =

79
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and 4 tumult for Croup 1 ( of 1-80
follSwed by Croup 1 data

(

tormat for (;roup 2 Col 1.80
followed h' Croup 2 data

Card 6 blank tatter last problem)
for mUltrple problems repeat cards 1-5, omitting data

Data cards should contain sybiec t codes tit.desiroth, the ap-
titude score and then the criterion score. tt Cof 16 on the paratheter
hard is 0, then formats must spec ity two F -moW lipidsthe first field
for the aptitude and thy second for the criterion. It ('<4.16 on the
parameter card is I, jhen formats must spec ity an initial A-mode field
A'i or less) for the If) code and then the two f -mode fields.

Example Problem

Data for this problem will be the first piedic for and,c merlon given as
sample data in Chaptil VII ip.(6) of this manful. Program mntrol
cards for this example problem. are as tollows.

1 Alphanumeric title card

/Example problem for. XGROOPS

2. Parameter c. and/ 0005000050 0 0 0 "1 1

Cutottpervntage card ioptirmal)

R()

7



4 Ft UrTian ( alt.(' it Alp 1

Croup 1 data

4X. 12..2X, 12,

r

' 6 Format' c .ird tor Croup 2

/ 14X, 12, 2X, F 2r

-Croup 2 data

Blank card latter last mtlemt

9. EOF

/ 7

a

Printed output for this example problem is given in Figure 19.

X88
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EXTREME GROUPS ANALYSIS, LEVEL 1

NO. OF SUBJECTS IN TREATMENT 1% SS

NO. OF SUBJECTS IN TREATMENT 2 5$

REQUESTED CUTOFF LS
ACTUAL ,CUTOFF PERCENTAGE :

TREATMENT L .0.01111
TREATMENT 2 0.11111111

ED:

EXTREME GROUP SIZES,
NO. OF SUBJECTS IN EACH TREATMENT 1 GROUP 5

NO. OF SUBJECTS IN.4ACH TREATMENT 2 GROUP 5

SOURCE 55 DF MS F P POWER
GROUPIG1 125.11' 1.110 125.11 1.9231 .L01964 .265526
4REATMENTIT/ 150.1111 LAM 11040 2.7692 .112575 .3611111111

GAIT 174115.1111 1.00 17405.011 267.7692 AMOS L.

ERROR 111411.1111 16.011 6540
TOTAL 117511.1111 17.1111

TREATMENT MEANS,
4 TREATMENT 1 41.500

TREATMENT 2 42.111

GROUP MEANS,
HIGH 47.5110

' LOW 42.51111.

GROUP IV TREATMENT MEANS, a
TREATMENT 1 HI 11.111
TREATMENT 1 LO 16.0110
TREATMENT 2 HI ,15.000
TREATMENT 2 LO 69.1100

A.

F !gore 19 Printed ot,stput for program NC,R()UPS example
probh,m.-
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ExTREmE GROUPS ANAviIS. LEvEi. 2

NO. OF SuSJECTS IN TREATMENT 1 50

NO. OF SuDJECTS IN TREATMENT

REQUESTED CUTOFF 'PERCENTAGE
ACTUAL CUTOFF PERCENTAGESI

TREATMENT 1 204000
TREATMENT 2 11.11111111

ExTRERE GAWP SIZESr
NO. OF SUCIECTS IN EACH TREATMENT 1 GROUP 10

NO. OF SUCIECTS IN EACH TREATMENT 2 GROUP 10

2 50

SOURCE :II
GROuIGI
TREATMENTITI
GUT
ERROR
TOTAL

SS
0.00
160.30

22562.50
F 4435.00

27247.50

TREAMENT KENS,
TREATMENT 1 49.750
TREATMENT 2 . 45.750

DF MS f P POWER

1.00 90.00 .7306 .402026 .131991
1.00 160.00 1.2910 .261021 .204129
1.0 22562.50 1E13.1454 1.

14.00/ 121.19
e

39.40V

GROUP MEA4,51
HIGH 44. 50
LOW 46. 50

GROUP SY TREATMENT ERNS1
TREATMENT 1 HI 75.000
TREATMENT 1 LO 24.500
TREATMENT 2 HI 23.5110
TREATMENT 2 LO 61.011111

4

iguro I (,) wijinui,d, Printed output for program XGROUPS exam-
ple probter.

9 0



EXTRiME GROUPS'ANALVSISt LEVEL 3

NO. OF SUBJECTS IN TREATMENT 1 4
NO. OF SUBJECTS IN TREATMENT 2 SO

REQUESTED CUTOFF PERCENTAGE . 10
ACTUAL CUTOFF PERCENTAGES:

TREATMENT 1 30oso0
TREATMENT 2_311.0008

4

I

EXTREME GROUP SIZES, .

u

NO. OF SUBJECTS IN EACH TREATMENT L GROUP LS
NO. OF SUBJECTS IN EACH TREATMENT 2 GROUP LS

SOURCE
GROUPIG1
TREATMENTIJI
GOT
ERROR
TOTAL

SS DF MS F P POWER
116.61
186.61

04401.61
401.00
33619.110

TREATMENT MEANS!
TREATMENT 1 49.1133
TREATMENT 2 41.141

GROUP MEANS1
HIGH,
LOW u

49.1133
41.167,,

GROUP BF TREATMENT MEANSt
TREATMENT 1HI = 11.333
TREATMENT 1 LO 26.333
TREATMENT 2 HI . 28.333
TREATMENT 0, LO 66.120

1.00 1.06 .6 I .711.1 .4111,39, .111101
LBO 106.41 .1111 .401144 131103
LAM 2440/.61 162.611 .111011011 1M0000
56.00 152010
51.00

'gun, 19 !milt intipd). Printed output for program X(;K(N.IP.S ((am--
pie problem.

t,
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EXTREME GROUPS ANALYSIS. LEVEL 4

a

NO. OF SUBJECTS IN TREATMENT 1 50
NO. OF SUBJECTS IN TREATMENT 2 50

REQUESTED CUTOFF PERCENTAGE 40
ACTUAL CUTOFF PERCENT4GESt

TREATMENT 1 40. 0
TREATMENT 2 40 S

sio

EXTREME GROUP SIZES,
NO. OF SUSJECTS JN EACH TREATMENT 1 GROUP 213

NO. OF SUSJAjTS IN EACH TREATMENT 2 GROUP 20

SOURCE 55 DF .MS F POWER
GROUPIGI 15.31 1.00 4.5.31 ! .0190, .763779 .052419 6'

TREATMENT( Td) 70.11 1.00 /0.21 .403, .531547 .092554
GXT 24325.11 1.00 24325.31 19,1.4614 , AMMO 1.
ERROR

% 130E0.75 16.00 171.9
TOTAL 37479.69 19.00

TREATMENT MEANS.
TREATMENT 1 49.175
TREATMENT 2 . 47.500

GROUP MEANS.
HIGH 41.375
LOW 48.11410

GROUP SY TREATMENT-MEANS.
TREATMENT 1 HI 67.25111

TREATMENT 1 LO 31.5116
WATMENT 2 NI 311.5011

TREATMENT 2 LO 64.500

END OF JOB,

Figure ontinued). Primed of tpui for program XGROUF)S exJm-
, plc problem.
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Methodological Notes

XGROUPS

1. General

The consideration of statistic al, power, is c ruc ial to any field of inquiry

in which researchers consistently tail to rejc.c t the null hypothesis.:

This has tended to be the case in the held of taptitude-treatment

teracCion (ATI) research wherein relatively few significant interac tions

have been 'reported. For example, Bracht (1971), who conducted an

extensive review of the ATI literature, could-report finding only five

significant, interaetions dpiong 90 studies which hypothesized an ap-
1titude-by-treatment interaction.

Even though seemingly crucial to the intrepetation of an ATI study

that fails to reject the null- hypothesis, statistical power is rarely, it

ever, reported in A ri resc.arc h. This circumstance is no doubt in-
.

fluen«d in part 11)/ the complexity of the.concept of power and.

sometimes by the laborious c,&ulations thtt often need he per-
, formed in the absence of any handy programming routines.

2 Power

Cohen 11969) in his Statistical Powet Analyses for the Behavioral

Sciences provides tables that are reasonably good apRoximations for

estimating levels of power for the anah'sis of variance, Cohen used

the following three sources for constructing these tables:

A. Laubsc her'sr1960) square root' normal approximat,ion of non-

central F, given by the form-Lila:

u 172 ' LFc 1/2
to + -A) (2v 1)

.0 +A
z1

ufr( u -f2X 1I,2
)4,1 + X

1231
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, . where i
1 0 is a normal deviate whit h determines the value 01

'power; u. the degrees ot treed( wn in the numerator ot the obtained F-

rajuk j6): v, the degrees ot- freedom in the denominator ccf Fri;

A.. 1 ou; and 1(, the f-ratio required-for significance. The value of

power luwally symbolized as 1 /3,, is the probaby of obtaining a

normal de ate at least as small ,ts ii :i In other words,' the valuey
ot power equals the normal c urve area from 00 to I/ Given

that power is symbolited as I .-- /3, then /3 i4 the complement of

. poweror alternatively /3 is the risk of making a Type II error, i.e., of ac-

cepting the cull hypothesis when it is false. Note that A and,

. theretore, power are func tions...ot the «11 frequenc y, n:As employed

'here, cell frequency reters to the. number ot scores upon which eacil
.

group mean r devant Icy the f () comparison is based, The value
,
ot. F0

approximates nolc,pr .1 us, F(') at c, both increase as Cell frequen-

c y inc reases The square root normal ap roxenation [231 is best suited

for generating power values when n- and F0 are not small.

B When n and 10 are small a second approximation is most',ap-

propriate. This is faubsc her's ( ube root normal approximati9n of non-

central F. given by the tormula:

A

J 2(u + 2X) 1 _ 2 1 .3

2 . 9v .4_ x
9(u '+' A)

of 2/ 3 2(u .f° 2x) 41/2

[(9)(11u -+-( X) *-4-. 9(u + X).2 1241'

where u, v, f( and A are as defined above.

C The.final source of values for Cohen's tables were tables 'pro-

vided him by thI. National Bureau of Standards. These tables provide

exact power values for crimhinations of a'fimited number Of values

tyrn, u, lo and F1. Cohen reconciled his approximations with the
.

t values that' 'ere available from the. National Bureau of Standards.

Program XCROUPS inc a power estimating function
.

tum lion POWF lk whir h provides power estimates .corresponding to
-

Cohen's tabled values for differing values of V,'Fo.pdFc fortHe case

.e; n' 87
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in which u = 1. I hewlmwer values are generated through using both

the square root and the c ube root approxiinaiions, depending upim

whrether'n is large or small. These, approximations give'!normal devi-

ate values eorresponding to pow4g (i.e., z a).. To obtain the pro-

bability value associa4.;d with this z, tile following approximation
. ...

derived from Hastings (1955). is used:

(al -#the absolute value- ot the zostore is taken; \
(b) then t II e absolute'value of ther score is used in the formula:

,.
.. .

0

p= .5

+ rr,+ c c .4/4
1 4

4
1251

Where ; .4,

2
= 15194, 1-3 = .0003:44 and"'

c4'= .091,527;

then if the z score is positivta,.pow6r.is equal to I p br, if
the I score is negative, power is equal to p.

The rcason for step (c) is that the above approximation for the pro-

tbility associated with a z score gives the probability of obtaining a

.z ore as extreme as that obtained and with the same sign as that ob-

tained. In other words, equ-aton 1251..gives the smallmnormal-urve

.area hounded by the z !icore Witi rega rd-to power, .however; the

normal curve area from 00 to the i F.4-ore is of interest. Equation 1251

gives Oils area when the z score is negative. However, when the z

score is positive, equatio n 1251 givtls the complement of the desired

area. Therefore, step (c) is included to.set 'power equal top when the 4

./ score is negative and equal, to the complemegt Of p when the z
#,

score is positive.

a

,.. .....
3. Accuracy of Finiction IVWER . ' _,

,
. ..'. ...., ,.

Bor,ich ,md Godtiout (1974) tested the accNtoacr of the two approx-

imations t ....

for rower0against Cohen's:tabled values by performing 96
. ,

calculations of power sith different value's of n (cell frequery), Fo
, ..

(the obtained n and 1-, (the f value ruNded foti'significance at the .05
I.
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7.

.
leyel)' the value o: the number of degrees ot freedom in the

.Mimeratfir, was always. one, as interest was limited to one( ts.
mg a degree Ortreedom. rheretore, this a« urac v test was a(

to «Itait) c'ombinations ot value tor to and n plc being

determitivaby..nkfhe.square apprO;umat ion mat( heel e losest to

Cohenk tabled values. when n was 4 or greater; whereas the ube

rim)Capproximation matt bed.c losest when owas less than 40func lion

PL) Nyt,R; theretorc, -employs the square root apprwsimation when,
1

n >.4 tapd Mot app roximation when n < 4.

4 Ceti' f requenc

.

A shoidd mpressed cbn«rrling the, meaning of c c lI fre-

(pen( y, n, as the-piesent usageof,the term is someW11,4iCunorthodox.

Cell frecitienc y represents the numbet*of scores producing a `mean of

,inferest.',the means. of inteivst are those upon whit h the obtained f-

afro f-(y is based: Aslert .examPle,one may t onsider a 2 5<' 2 design

',Oil 10 swres per cell.,/the I(.) for the row, vtfect- is based upon two
,

means ea( h of whit Itis/determlned by .264.Rwres. Therefore, the value

ot ir is 20 for determination,pf the power Of the Significance test cif

row "effect.'Sintilarily,.1,h e value of n is 20 for the determination of

the power ot the signi(A6!ce test Of the column effect.fricontrast;
the row x mlt.im6 interaction is based upon .comparison of all tour

cell means and t Aiatue of n is I 0,for the determination of the power

of the signific an«! test ot-the interaction. It should be noted, that the

ell frequency (as. presently' clef incfd) fp( the test.'of the main

ettej I\ hot only la for the ti't of the interaction. This lower cell -fre:

.quenv assonateci with the interaction- illustrates an .,interesting

genera] principle concerning ,poWer tmalyses. 'Power is a "positive

fun( lion of «,11. tre(luem y. Given, equal effect sizes. and degrees of

freedom, this lower ell tor the interac lion test jmPlies th4t

the power of the test c,)f the interaction will he lower than the power

tit the tests of the main ette Is..Th4s lower power for interaction tests

has fren generally overlooked by:the 'ATI reeareher.

0.
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5. Applications Involving .Statistical Power

.0'
Statistical poWer is a. Vositive function of the cell frequency, the

effer site, and the alpha level chosen for significance. An in( rease in

..any one of these three quantities,will t ause an inc rease in power. As

, an illustration of the influence of the alpha level, consider an experi-...
menter who has just calculated a x 2 extreme groups analysis. for,

which he has hypothesized that an interaction would be significant at

the .01 level. The experimenter fails to reject ale null hypothesis and

estimates that the power of the analysis'is .60; that is, he risks missing

an interaction in tour studies hutsof every ten..The experimenter is

t oncerned that he may have c hosento low a value hir alpha:and

,that this low value alone may havc: unduly limited the power of his

experiment and thus may have increased .his .chanc es of making a

Type II error. But could he appreciably increase his power by raising

the alpha level in future studies? If a desirable level of power, such as

one between .70 and .80, could not be obtained even bytic reasing

alpha to as high as .10, this researcher either should abandon this par-
..

ular research or should consider a more powerful design.

Power is most usually raised in a given experiment by increasing

the number of subjec is in that experiment. If power is estimated and

found to be low, the cost of improving it by increasing sample size

will usually prove to be well worth the effort. on the other hand,

power is estimated and found to be high, say,. in the neighborhoOd of

.80 to .90, the researcher will find that an increase in n, even of a large

magnitude, may not substantially increase poWer further. It is not

unusual for power values as great as90, or higher, to demand sample

sizes- that exceed an experimenter's. resources. The benefit of increas-

ing sample size to gain power is therefore greatest fix the researcher,
4

whose experiment has initially moderate Or weak power.

' Another way of increasingi poWer islo increase the effect size. This

is the strategy employed in the extreme groups analysis. The ATI

researcher who chooses to employ the extreme groups technique is
'

faced with a tr4de-off: What percentage Of the distribution should he

90
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assign to the two- extremee 7n order to haYe a reasonable level of!

'power{ this question presents a dilemma whichmay be c [drilled by

considering .1 practical .example. Consider a sample of 100 subjects

from whic h two extreme groups are to be selected for analysis. The

extreme- groups strategy dm. tates that the two groups be formed so

that One int ludes tht-subjec' ts.smring highest i$ the aptitude and the

other inc ludes the subjects scoring lOwe,:lt on the, aptitude:Each ex-

treme group c an contain as many as 5(1subjects as an upper limit lthe

high group being subjec ts above the median and low group being

sublet is the median), or each evreme groupscanC ontain. only

a few sublec ts, e.g., five (the-high group being the individuals with

the five highest Sc ires and the low group being ale individuals with
,

the live lowest s« ores). As thetwo groupsbecome more extreme, the

1-orresponding reMent in tile difference:beowyen their means

the ettec t size) c auses power to inc rease. flow6ver, as the two groups
, . ,

be«iMe more extreme, the number of subjects in a group (i,er the

cell frequent Y1 clecretises and power diminishes. Thus, as the

selected groups bee ime more extremi,, the pre!ten«, of antawmistic

OW( is on power leaves unclear what ,th'e hange in power will be.

Program )(GROUPS has been designed to assist the ATI researc her in

rec on the for inc reased power with a resultant dec rease in

sample size, i.e.,^to help him choase the number of cases that when

assigned to extreme groups yields the most acceptable level of

power.

Treatment X Blocks ANOVA

The stanuard analysis for.. the extreme groups design is a. 'treat-

ment.x blikks Ynalys'is of variance. Program XGROUPS is appropriate

to a 2 X 2 extreme groups. design -involving two treatments and two

extreme aptitude groups within each treatment. An aptitude variable

is used to establish high and lOw categories within each treatment.

ror Treatment 1, equal percentages of the Ss are assigned to high and

low extreme grovs. The same percentages of Trteatment 2 Ss are

I N
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assigned to th.two° extreme groups.' If the total numbers of Treat-

ment 1 and Treatment 2 ,Ss ate not equal, then the resulting extreme

groups design will involve unequal n's. While unequal n's often'
greatly complicate calculation and interpretation of an ANOVA, this
is not true in the present case. Since Program XGROUPS forms equal-

sized high and low aptitude groups within &given treatment, the cell

frequencies in the resulting extreme groups design will always be ,

proportional and conventional ANOVA calculalions and interpretaj

lions are applicable (Kirk, 1968; Winer, 1971). Program XGROUS,

therefore, employs conventional ANOVA calculatiOn techniques.

Program output includes mean squales for treatments, levels

M
(hig, vs.

10, treatments x , levels/ and residual error. The F-ratio for ,treat-
-

ments x levels is the test for aptitude - treatment interaction. /

. . //
/

'Formation of extreme groups can be complicated Ss livith equal

. aptitude scores. Consider an aptitude that assumes inteier values

from 0 to 10. Say five-, Ss are to be included in the high category but

that .four Ss received a maximum score of 10 while three Ss received

thel' next highest possible score of 9. Which five Ss should be included

in the high cat*ryt In this case, program XGROUPS forms a high

grotip consisting of the four Ss with scores -of 10 and a tingle S
(selected by a random number function) with a score of 9.

0
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CHAPTER VII.

SAAPLE DATA



TABLE OFPREDICTOR

TREATMENT 1 .

PREDICTOR

AND CRITERION SCORES

1 PREDICTOR 2

LISTED BY SUBJECT WITHIN TREATMENTS

CRITERION

00.1 .-10.000 70.000 5.000

002 15.000 70.000 15.000

003 20.000 70.000 15.000

004 25.000 75.000 20.000

005 30.000 75.000 20.000

00) 20.000 80.000 25.000

00' 35.000 80.000 25.000

00' 40.000 .80.000 25.000

OEP
012

30.000
4'0.000

85.000
8.5.000

30.000
30.000

011 .50.000 70.000 30.000

012
013

°25'.0003

30.000
70.000
65.000

35.000
35.000

014 45.000 65.000 .35400

015 55ft000 .65.000 35.000

."0164 35.000 75.200 40.000

017 40.000 70.000 40.000

018 50.000 .65.000 40.000

019 35.000 60.000 45.000.

020 5/5.000 55.000 45.000

021 '60.000 60.000 45.000

022 65.000 55000 45.000'

023 40.000 50.000 50.000

024 45.000 50.000 50.000

025 50.000 50.000 50.000

026 ,60.000 50.000 50.000

027 65.000 50.000 50.000

02E 70.000 50.000 50.000

02 50.0300 .0400 55.000

03{
05:

50.000
55.000

45.000
45.000

60.000
60.000

03 60.000 45.000 60.000

03 65.000 40.000 60.000

03 70.000 40.000 60.000

03 75.000 40.000 60.000

05
07

60.000
70.000

40.000
35.000

65.000
65.000

08 80.000 35.000 65.000

09 60.000' N.. 35.000 70.000

00, 65.000 30.000 70.000

21 70.000 30.000 70.000

22 75.000 30.000 70.000

23 85.000 25.000 70.000

04 70.000 25.000 75.000

45 80.000 25.00.0. 75.000

4' 75:000 20.000 80.000

47 85.000 20.000 80.000

48 90.000 15.000 80.200

149 85.000 15.000 85.000

J50 9 5.000 85.000

1.02



TREATMENT

ID PREDICTOR

2

1 PREDICTOR 2 CRITERION051. 0.000 60.000 70,000052 5.000 70.000 ' 65.000
053 5.000 y 55.000 75.000
054 10.000 75.000 -. 75.000
055 15.000 70.000 .60.000056 15.000 60.000 70.000
057' 20.000 75.000 75.000056 25,.000 75.000 r 55.000
059' 25.000 65.000 70.000060 30.400 70.000 60.000061 30.000 45.000 65.000
062 30.000 65.000 75.000
063 35.000 55.000 50.000
064, 35.000 : ' 75.000 55.000065 40.000 70.000 60.000066 40.000 60.000 70.000

. 067 40.000 55.000 75.000
068 45.000 50.000 55.000069 - 45.000 75.000 65.000070 50.000 65.000 45.000
071 50.000 25.000 65.000 ,072 55.000 65.000 , 40.000
073. 55.000 40.000 50.000074 55.000 30.000 55.000
075 55.000 55.000 70.000
076 60.000 70.000 55.000077

c....., 65.000 55:000 30.000078 65.000 50.000 40.000x079 65.000 40.000 65.000080 ; 70.000 65.000 25.000
081 70.000 45.000 35.000
082 70.000 15.000 45.000
0511 70.000 50.000 55.000',00 70.000 40.000 60.000

A'5 4.6
75.000
75.000

30.000
20.000

20.000
30.000

.087 N 75.000 60.000 40.000
ows lit 75.000 55.000 50.000
089 80.000 45.000 15.000
090 60.000 35.000, 45.000
091 80.000 30.0e0 55.000
092 85.000 20.000 . 1'0.000,
093 85.000 10.000 15.000
094 85.000 0.000 25.000
095 85.000 45.000 35.000
096 85.000 35.000 45.000
097 90.000 25.000 0.000
098 90.000 15.000 10.000
099 90.000 10.000 20.000
100 90.000 55.000 30.000
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t. CHAPTER VIII

ANNOTATED BIBLIOGRAPHY

Abelson, R. P.-A note on the Neyman-lohnson technique. Psy-
thomerrik,i, 1953, 18(3), 213-218.

This article discusses the rationale for the Johnson-Wyman techni-
que and the hypotheses that should be preliminarily tested before
the technique is used. Specifitally, the articshe suggests testing the hy- ,

potheses of (1) homogeneity of group varigces and (2) equality 'of
group regressi'on slopes. If hypothesis (1) is rejected, it is theoretkally
not permissible to continue. If hypotheses (1) and (2) are both ac-
cepted, the author suggests testing the hypothesis that the intercepts
are equal for the two groups. If hypothesis (1) is accepted and (2) is
rejected, then the Johnson-Neyman technique is utilized. The author
presents a method for the computation of the regions of significance

for any number of predictors.

Cahen, L. S., & Linn, R. L. Regions of significant criterion differences in.

aptitude-treatment-interaction research. American Educational
Research Journal, 1971, 8(3), 521-530.

This article compares three techniques for determining regions of
significant criterion differences when the effect of treatment interacts
with the aptitude (predictor value) of the subjects in questions.Com-

pared are the Johnson-Neyman technique, the Potthoff modification
of the Johnson-Neyman technique, and the Erlander and Gustaysson

method'The authors demonstrate that the three technites differ in
1/4their estimates of the size of the region of significance:

Johnson, P. 0., & Fay, L. C. The Johnson-Neyman technique, its theo-

ry and application. Psychometrika, 1950, 15, 349-3 .

t
A detailed theoretical derivation of the Johnson-Ney an techni-

queque for determining regions of significance for interacting regression

lines is presented. Also presented is a step-by-step computational ex-
.
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ample problem in which there are twocovariates (aptitudes); two
treatments and one criterion measure.

Johnson, P. 0., & Jackson, R. W. B. Special applications of multivariate
analysis. In Modern statistical methods. Chicago: Rand McNally,
1951 410-455.

The authors discuss the Johnson-Neyman method for-comparing
groups that have been measured on some aptitude covariate, here
.called "Matching" variable)., The.authors first conside using the tech-
nique whtn the aptitude is qualitatively otkategoric Ily defined (e.g.,
sex, face). Second, the authors discuss at .1Ingth t e more frequent
case in which the aptitude variable is quan tativelY defined
(measurable across a'range). Within this case, two xamples are dealt
with, one having a single aptitude and the sec d having two ap-
titudds.

Johnson, P. 0., & Neyrnan, J. Tests of certain linear hypbtheses and
their application to some educational problems. Statistical
Research Memoirs, 1936; 1, 57-93.

This article contains i.he original form ations of the lohnson-Ney-.
man technique for determining regio of significance. The great
part of the article is devotedto'a det ed mathematical derivation
the technique, although spacd is a o reserved for a discussion of he
kinds of.research problems for ich the technique is appropri. e. A
numerical example is presfned.

Koenker, R. H., & Hansen; C. W. Steps for the application of the
Johnson-Neyma`n techniqueA sample-analysis. Journal of Experi-
mental Education, 1942, 16(3), 164-173. -

___ A computational example using the Johnson-Neyman technique is
presented. The problem analysis has two gtoups, one criterion, and
two aptitude variables. A detailed computational procedure, is pre-
sented.

.
Potthoff, R. F. On the Johnson-Neynian technique and some exten:

sions thereof. Psychometrika; 1964, 29, 241-255. .
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411
The article starts by reviewing the J6hrtson-Neyman technique,

suggesting when it should and should not be used. Several.modifica-
tions of the technique are then presented,which:, .

(1) consider regions of significance as confidence intervals;
(2) use simultaneous confidence intervals instead of plotting theme

region of significance;
(3). . consider the case having more than two groups;
(4) consider tilt case having more than one criteri
Several simple PlUmerical examples are present,A.

Walker, H., & lev., J. Analysis of covan ce: In Statistical inference.
New York: Holt, Rinehart and W. ston,

This chapter presents a d ivation of the analysis of, covariance
Model with a computat nal example having one covariate (ap-
titude), two treatmen (groups, populations) and' tine- criterion. Also
presented are (1) F-test for the hypothesis of equality of group
regression lines ) an F -test for the hypothesis of equality among ad-
justed group criterion) means, and (3) anF-test for the hypothesis of
linearity the regression line based on group. means.

For example having one covariate (aptitude), two treatments
(gro s/Populations) and one cr,iterion, a method for determining (1)
t point of nonsignificance (the intersection of group regression
Ines), (2) the region of nonsignificance (those covariate values for

which the treatments do not differ significantly), and (31 the regions
of significance (those covariate values for which the treatments differ
significantly) is presented.

Finally, for an example having two covariates, a method for deter-
mining the regions of significance and nonsignificance is presented:
These regions are defined by all cOmbinations of covariate values for
which differences in the treatments do and do not differ significantly.
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,The article starts by viewing the ionson-Neyman technique,
suggestinu, when it should and should not be'used. Several Modifica-
tions of the technique arethen presented,- which:,

(1) consider regions of significance as Confidence intervals;
(2) use simultaneous-confidence intervals instead of- plotting-the

region of significane;
(3) consider the case hdving more than, two groUps;
(10 considef the case having more than one cnteri.
Several simple numerical examples arpresente

Walker, H. '81 Lev., J. Analysis of covar ce. In Statistical inference.
New York:. Holt:Rinehart and W ston, I953,q87-412.

. \!,

This chapter presents a d ivation of the analysis o( covariance
, model with a coniputarnal vls ample having one covariate (ap-

titude), two treatmen (groups,. opolations) and One" criterion. Also
.presented are (1) F-test for the hypothesis of equality of, group
regression lines ) an F-test .for the -hypothesis:of equality among.ad-
justed-group criterion) Means,. and 13t-an n7F-teSt for the hypothesis of
linearity the regression line-based on group means.

For -example having, one covariate. (aptitude), two Vestments
(gro, s, populations) and one cpteripri,_tmethod for determining (1)
t point of nonsignificance tthe intersection of group regression
Ines), (2) the region- of nonSignificance (those covanate .values for

which -the treatments do not differ significantly), and t3) the regions
of significance (those covarrate values-for which the treatments differ
significantly) is presented.

Finally, for an example having two coyanates, a method fOr deter, ,

mining the regions of significance and nonsignificansce is presented,
These regions are defined by all ciimbinations,of covanate values for ;-

which differences in the treatments do and do not differ significantly.
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The article starts 1)) reviewing the, Johrison-Nev man technique.
suggesting when it should and should not be used Sevtialmodifica-
Lions of the technique are then presented which., .

'1' consider regions of significance as-confidence intervals.
2 use simultaneous confidence intervals instead of plotting the

region- of significance:.
f3) consider the case ha-v-ing more-thartwo.groups.
(4) consider the case havrrig,rriore-than-Orrecriten
Several simple numericalexalrip1es are jiresent

Walker, H.. 8, Lev.. J. Analysis of ce. in Statistical Inference
New York: Holt, Rinehart and.-.W- *siAn, 1954;387-412.

This chapter presents a d analysis of covariance
ritodelowvith'a cornputat teal having one covanate '.4p-
titudal, two treatrnen .groups. koufations, and ("int (-merlon. Also
,presented are F-test for the byohesis of eqbality of group
regression lines an F-test (Or the hy-ppthesisof equality among_ad-
itis*d group -criterion. rneans,:and 3rI.9 F -test fur the hypothesis of
linearity the regression line basertippoup means.

For example having one Cov,iffate--'aptitude,.,- two treatments
gro s, populations, and one cRteriop, &mein o-c3 for etermining,l)

point of nonsignificarice the iliters.et_tiori of ,group regression
Ines', '2) the region of nonsignificirice :.those.c. ovanate ,values for

Which the treatments do not differ significantly., and (3) the regions
of significance ',those covarsafe val-ues for v6, hittithe treatments differ
significantly) is firesented:'

Finally, for an example having two (.4) anates, a method for- deter -
mining the regions of significance'and rkinsignificance is presented.
These regions are defined by all combinations of covanate values for
which differences in the treatments du and do nut differ signifiCarttli:
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